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presented. The formulation considered is the one used in the ARPA-E Grid Optimization (GO) Competition,

Challenge 1, held from November 2018 through October 2019. Algorithmic strategies are proposed for contin-
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to degeneracy, and exploiting parallelism. The results of numerical experiments are provided to demonstrate

the effectiveness of the proposed techniques as compared to alternative strategies.
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1. Introduction

This paper presents algorithmic methodologies for solving large-scale security-constrained AC opti-

mal power flow (SC-AC-OPF) problems such as those adhering to the formulation considered for the

ARPA-E Grid Optimization (GO) Competition, Challenge 1; see Aravena et al. (2022). The algo-

rithm that we propose uses a derivative-based local-search interior-point optimization algorithm
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as its core, and confronts large problem sizes by iteratively enforcing the constraints associated

with contingencies that the algorithm identifies to be important. Our algorithm also applies several

customized contingency screening and parallel processing techniques to identify quickly what seem

to be the most important contingencies. Additionally, our algorithm utilizes tailored heuristics

designed to manage the complementarity conditions and avoids certain degeneracies by modifying

the original problem formulation.

For the GO Competition, Challenge 1, our algorithm successfully solved SC-AC-OPF problems

for 17 synthetic networks (each with 20 scenarios) and 3 actual industrial networks (each with 4

scenarios) for a total of 352 SC-AC-OPF problems. The network sizes for these systems ranged

from 500 to 30,000 buses, i.e., transmission network nodes (ARPA-E 2019c). For an illustration

of an instance involved in the competition, see Figure 1 below. The operating cost and constraint

violation penalties achieved by our algorithm resulted in a second-place finish overall among the 27

teams in the GO Competition, Challenge 1. Our algorithm obtained the best scores for 20% of the

problems, the best or second-best scores for 53% of the problems, and top-ten scores for almost

all (> 99%) of the problems. The results of this competition, by our algorithm and others involved

in the competition, indicate that nonlinear optimization techniques such as those used in the

algorithm described in this paper are effective at solving industrially relevant, large-scale SC-AC-

OPF problems. Hence, our contributions in this article pertain to the details of our algorithm,

which has already proved to be effective for the GO Competition, Challenge 1, and we contend

would be effective for solving other similar optimization problem formulations.

This paper is organized as follows. Section 2 introduces the problem formulation and discusses

several key modeling decisions. Section 3 describes our proposed solution algorithm, including an

overall decomposition strategy along with our contingency selection and evaluation procedures.

Section 4 provides the results of numerical experiments that isolate the effectiveness of various

components of our overall algorithm. Section 5 provides concluding remarks.

2. Problem Statement

We present the details of our algorithmic methodologies in the context of solving the problem

formulation used for the GO Competition, Challenge 1. This problem seeks the minimum-cost oper-

ating point, in terms of both generation cost and penalized soft constraint violations, that satisfies

constraints from both a base case with all components in service and multiple contingency cases

that model the failures of transmission lines, transformers, and generators. A complete description

of the problem statement can be found on the GO Competition website (ARPA-E 2019c), as well

as the introductory paper Aravena et al. (2022) included in this journal issue. For ease of reference,

the elements of the model to which we refer are restated below, including the line flow definitions
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Figure 1 Visualization of Network 1 with 500 nodes. The thick lines represent parallel lines or transformers and

the size of each node indicates the voltage of the bus. Bus 17 (see the red edge, with a close-up view

shown on the left) is associated with the generator contingency that has the highest penalty value.

Transformer 247 to 246 and line 246 to 332 (both in blue, with a close-up view shown on the right)

are the transformer and line contingencies associated with the highest penalty values. All three of the

indicated contingencies are located near a parallel line and close to a high-voltage bus.

(2.1), transformer flow definitions (2.2), bus power balance equations (2.3), line current ratings

constraints (2.4), transformer power ratings constraints (2.5), and generator active (2.6) and reac-

tive (2.7) power contingency response (complementarity) constraints, respectively. Equations (2.6)

and (2.7) link the base case variables and constraints with the variables and constraints associated

with each contingency.
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0≤ (qgk − q
g
)⊥ (vig − vigk)≤ 0

or 0≥ (qgk − qg)⊥ (vig − vigk)≥ 0.
(2.7)

2.1. High-level model

At a high level, the problem can be expressed in the manner shown in (2.8). As defined in more

detail below, let u0 be the control variables in the base case, y0 be the state variables in the base

case, and (ς0, ς
+
0 , ς

−
0 ) be the slack variables in the base case. Similarly, for each contingency k ∈K,

let uk be the control variables, yk be the state variables, and (ςk, ς
+
k , ς

−
k ) be the slack variables.
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(2.8)

At a more detailed level, the base case control variables are the active and reactive power

produced by the generators and the controllable shunt susceptances at the buses, whereas the only

control variables in the contingencies are the controllable shunt susceptances at the buses. All other

variables are state variables except those that are specified as slack variables that are penalized in

the objective function. The objective consists of a base case objective f0—representing the cost of

active power generation—along with penalty terms for the base case (ψ0) and contingency slack

variables ({ψk}k∈K). The base case objective is a convex piecewise linear cost of generation, the

definition of which involves some auxiliary variables; see the official problem statement.
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The constraints come in a few different types. Besides simple bounds on the control, state, and

penalty variables, they are as follows. The constraint functions a0 and {ak}k∈K capture the line

and transformer flow definitions (2.1)–(2.2), where a0 fixes a single phase angle in the base case

(to zero) in order to set a reference angle. The constraint functions b0 and {bk}k∈K capture the

bus power balance (2.3). The constraint functions c0 and {ck}k∈K capture the line current and

transformer power ratings constraints (2.4)–(2.5). Finally, the constraint functions {τLk }k∈K and

{τRk }k∈K capture the complementarity constraints (2.6)–(2.7).

It is worth emphasizing that only the complementarity constraints involve a combination of base

case and contingency variables, and no single constraint involves variables from more than one

contingency at a time. This makes the problem nearly separable, which is a property that needs

to be exploited in a solution approach for it to be efficient. We also note that for the specific

SC-AC-OPF problems that we solve in our experiments, many of the upper and lower bounds on

the control and state variables are consistent across all contingencies, but we write them all as

contingency-dependent in (2.8) for the sake of generality when describing our algorithmic approach.

2.2. Modeling decisions

The aforementioned formulation allows some flexibility, and the specific modeling choices that are

made can have a significant impact on the performance of a solution algorithm. In this subsection,

we comment on the modeling choices that we believe are most consequential in our approach.

First, as is common when solving many types of optimization problems, one has the option of

eliminating a potentially large number of constraints. For example, in the problem at hand, one

could eliminate the line and transformer flow definition constraints (2.1)–(2.2) and simply plug

the expressions for the variables being defined by these constraints into the other constraints. This

would have the effect of eliminating a number of variables and number of constraints on the order

of the number of lines plus the number of transformers, multiplied by the number of contingencies.

However, the downside of such elimination is a large increase in the density of the constraint

Jacobians. Hence, rather than perform this elimination explicitly, we formulate the problem with all

of these variables and constraints and allow the linear system solver in the nonlinear optimization

method to exploit the sparsity of the resulting linear systems.

Second, the line current and transformer power ratings constraints (2.4)–(2.5) are essentially

upper bounds on the norms of two-dimensional vectors involving active and reactive power at

an origin or destination bus. The norm is a nonsmooth function, which might be problematic

for an interior-point method whose theoretical guarantees depend on smoothness of the problem

functions. Hence, the constraints that we state in (2.4)–(2.5) are squared versions of the constraints

stated in the official problem statement so that c0 and {ck}k∈K are smooth.
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Third, the generator active and reactive power contingency responses can be modeled in various

ways, including a logical formulation in which the responses are captured by complementarity

constraints, a projection formulation, and a mixed integer programming formulation. As can be seen

in (2.6)–(2.7), we choose to follow the logical formulation involving complementarity constraints.

Finally, we note that, as is typical for steady-state transmission system analyses, both the GO

competition and our algorithm consider a balanced single-phase equivalent representation of the

power system. Extensions to unbalanced three-phase models would be most relevant in the context

of optimizing distribution systems. While many ideas presented in this paper (and the competition

more broadly) could be applicable to distribution systems, there are a number of modeling aspects

that would need to be considered for such applications that are beyond the scope of this paper.

3. Algorithm

A high-level view of our algorithm is presented in Figure 2. Following the terminology used for the

GO Competition, Challenge 1, we refer to our main algorithm for solving (2.8) as being contained in

Code 1, which determines the base case solution, i.e., values of the variables associated with nominal

operation, and Code 2, which produces the contingency response solutions for every contingency

scenario. More precisely, Code 1 observes the combined base case and contingencies problem in

order to optimize the base case solution subject to the contingencies, but is only asked to provide

a base case solution. Afterwards, Code 2 is run to produce contingency response solutions using

the base case solution that is determined by the run of Code 1. For the remainder of the paper,

unless stated otherwise, we focus on the algorithm contained in Code 1.

After a preprocessing phase (about which we leave discussion until Section 3.6), a base case

solution is obtained by solving (2.8) with no contingencies. Given this base case solution, a scheme is

employed to determine an initial ranking of contingencies according to their estimated importance

(see Section 3.1), after which a parallel process is initiated to start providing better estimates

of each contingency’s importance (see Section 3.2). This process involves a specialized procedure

for handling the complementarity constraints (see Section 3.3) and one for fast (approximate)

contingency evaluation (see Section 3.4). At this point, a few contingencies are selected and the

algorithm enters an iterative process during which amaster problem is solved—i.e., a problem of the

same form as (2.8), but with only those contingencies that have been selected as important—and

contingencies are continually evaluated and possibly selected for inclusion in the master problem in

subsequent iterations. Many of the procedures in this loop are performed in a coordinated fashion

in parallel (see Section 3.8 about parallel processing in Code 1 and Code 2 ). We also mention in

this section the techniques that we employed for avoiding the selection of dominated contingencies

(see Section 3.5) as well as a summary of our entire algorithm (see Section 3.7).
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Figure 2 High-level view of algorithm.

Overall, our algorithmic strategy is to identify quickly what are the important contingencies

to include in the master problem in order to obtain a solution that is as close as possible to the

solution that would be obtained if all contingencies were to be included. By the importance of a

contingency, we mean its effect on the optimal value of the overall problem. Generally speaking,

if an important contingency is not included in the master problem, then this means that the

solution obtained for the master problem would represent a poor solution for the overall problem,

whereas if a less important contingency is ignored, then the solution would not be much poorer.

A complicating factor is that, in some cases, two contingencies could be individually important,

although as soon as one is included in the master problem, the other becomes less important. For

example, this may be the case for contingencies corresponding to parallel lines in the transmission

network. Our overall strategy attempts to determine as few contingencies as possible such that,

once these are included in the master problem, the remaining contingencies are unimportant. We

note that similar algorithmic strategies are used in previous power systems literature; see, e.g.,

(Ejebe and Wollenberg 1979, Stott et al. 1987, Capitanescu 2016).

All optimization problems in the algorithm—including the instances of the master problem

and penalty minimization problems for contingency evaluation—are solved with the interior-point

method implemented in the Ipopt software (Wächter and Biegler 2006). Interior-point methods

were first employed to solve power system problems in the early 1990s for the purpose of state esti-

mation (Clements et al. 1991). Subsequent work over the next three decades applied interior-point

methods to solve various OPF problems; see, e.g., (Wu et al. 1994, Wang et al. 2007, Capitanescu

et al. 2011, Capitanescu and Wehenkel 2013). The algorithm implemented in Ipopt offers the-

oretical convergence guarantees under assumptions that are common for local-search algorithms
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for solving nonconvex constrained continuous optimization problems; see (Wächter and Biegler

2006). Since our problems of interest are nonconvex and the Ipopt algorithm is a derivative-based

local-search algorithm, convergence to a (global or local) minimizer is not guaranteed; rather, the

theoretical guarantees only pertain to convergence to first-order stationarity. That said, given the

time constraints for solving large-scale SC-AC-OPF problems problems in real-world scenarios,

even state-of-the-art algorithms with global optimization guarantees are generally inapplicable.

3.1. Initial Ranking of Contingencies

For a given base case solution, evaluation of the penalty associated with contingency k ∈ K is

relatively expensive computationally, since it involves solving a nonlinear optimization problem

that contains all of contingency k’s variables; see Section 3.2. Hence, after a base case solution is

obtained, it may be detrimental to wait until all contingencies have been evaluated in this manner

before solving a new master problem involving a few contingencies to obtain an improved base case

solution. For this reason, we employ a contingency ranking heuristic in order to identify potentially

important contingencies more quickly. These heuristics are deployed immediately after we obtain

the first base case solution. The contingencies that are identified as potentially being the most

important are evaluated first using the contingency evaluation and selection strategies that we

describe in subsequent subsections. Through this process, which exploits parallel computations,

not all contingencies are evaluated before a new master problem is solved.

For several decades, contingency ranking has been an extensively studied subject in the power

systems literature (see, e.g,. (Ejebe and Wollenberg 1979) and (Stott et al. 1987) as well as the more

recent survey in (Wu et al. 2017)). While we were conceptually inspired by this literature, differences

in the problem formulation (e.g., constraint violation penalties), recent availability of many SC-

AC-OPF test cases, and capabilities of the computing platform (e.g., extensive parallel computing

resources) motivated us to create a new contingency ranking heuristic. We now describe how our

heuristic has been tailored for the problem formulation, dataset characteristics, and computing

time requirements of the GO Competition, Challenge 1, which provides a guide for how it may be

tailored for other related real-world settings as well.

Our contingency ranking heuristic uses features of the transmission network topology as well as

the values obtained from the initial base case solution. To develop this heuristic, we first identified a

collection of potential features, such as topology information in the neighborhood of a contingency

and generation or transmission flow loss introduced by the contingency. We then trained a ridge

regression model, i.e., a least-squares loss function with an ℓ2-norm regularization term, using a

linear combination of these features to predict the penalty associated with each contingency—

whether it be defined by a generator, line, or transformer failure—in any scenario using the datasets
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provided by the competition. The dataset was divided into training and testing groups. The model

parameters were trained on the training dataset and tested on the rest of the networks including

both new scenarios for the networks in the training dataset as well as new networks that were

not included in the training set. We repeated the cross validation process 10 times and took

averages across these repetitions to get the final model parameters. During the execution of our

algorithm, we use the obtained model to generate penalty values that predict the importance of

each contingency. Sorting the contingencies in descending order of their penalty values provides

our initial contingency ranking. We next describe the features we use to generate this ranking.

Studying the testing datasets offered by the competition organizers suggests that there is often

a direct correlation between the importance of a contingency and the degree (i.e., number of

neighboring buses) of the buses near the contingency. We consider the voltage ratings of either

the bus(es) associated with a contingency (i.e., the bus where the generator contingency occurs

or the end points of either line or transformer contingencies) or the neighboring buses, with the

idea that a generator, line, or transformer contingency may be more important if one of these

ratings is sufficiently large. The power flow losses introduced by the contingencies are also identified

as important. Specifically, after considering many combinations of potential features, for each

contingency k ∈K, the best predicted importance is given by a linear combination of the following

features: {tgk, tlk, ttk, l
p
k, l

s
k, l

c
k, v

d
k, d

o
k, d

d
k, πk}. The first three features, namely, {tgk, ttk, tlk} are binary

variables indicating the type of contingency: for a generator contingency, tgk = 1 and ttk = tlk = 0; for

a line contingency, tlk = 1 and tgk = ttk = 0; and for a transformer contingency, ttk = 1 and tgk = tlk = 0.

The remainder of the features have different interpretations for generator versus line or transformer

contingencies. Intuitively, the features related to l are used to denote lost power (i.e., the base

case power generated by or flowing through the component that is failed in the contingency), v

for voltage, d for degree of the corresponding buses and π reflects a local topological property, as

described next.

For contingency k ∈ K associated with generator g, we define three features related to the loss

in power generation induced by the generator failure relative to the base case solution: the lost

active power generation lpk = pg, the lost apparent power generation lsk =
√
p2g + q2g , and the lost

apparent power relative to the generator capacity lck =

√
p2g+q2g√
p2g+q2g

. We also define the following two

features related to the neighboring buses of the generator: vdk is the highest voltage rating prior to

per-unit normalization (given by the field BASKV in the dataset) of any neighboring buses and dok

is the degree of the bus where the generator g is located. The rest of the features are set to zero

(i.e., dtk = πk = 0) for all generator contingencies.

For contingency k ∈ K associated with line e or transformer f connecting origin bus o and

destination bus d, we similarly define three features related to the lost flow relative to the base
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case solution. In particular, we define the lost active power flow as lpk =max{poe, pde} for line e (and

similarly for transformer f), the lost apparent power as lsk =max
{√

(poe)
2 +(qoe)

2,
√

(pde)
2 +(qde)

2
}

for line e (and similarly for transformer f), and the lost apparent power relative to the flow capacity

as lck = max

{√
(poe)

2+(qoe)
2

Revioe
,

√
(pde)

2+(qde )
2

Revide

}
for line e and lck = max

{√
(poe)

2+(qoe)
2

s̄f
,
√

(pde)
2+(qde )

2

s̄f

}
for

transformer f . The following four features related to the network topology also enhance the quality

of predicted penalty values: vdk, the voltage rating of bus d; dok, the degree of bus o; ddk, the degree

of bus d; and πk, a weight set to 10 if the line/transformer has a parallel counterpart, i.e., there

exists another line/transformer connecting the same pair of origin and destination buses, or set to

0 otherwise. The model’s performance does not improve when we include additional features such

as the degree of the origin and destination buses for the lines/transformers.

Among these features, the lost apparent power lsk has the largest coefficient. This observation

agrees with our numerical studies in Section 4.1, where we show that this feature alone has very

good predictive power. One interesting property of our model is that it is universal to all networks

regardless of their sizes. Introducing network size as a feature does not improve the predictive

power of the model. We suspect this is due to the effect of a contingency often being either local

or well-modeled by the power loss features alone.

We remark in passing that the aforementioned model uses a simple linear combination of the

features. Alternative approaches (e.g., multiplicatively combining the features, using additional

features, etc.) generally led to similar or inferior empirical performance in our tests. Finally, we

note that some contingencies are often identified as important (in terms of their typical penalty

values) across many scenarios for the same system. For each scenario for a particular system, we

recorded the top contingencies which incurred a large penalty value. We then took the union of

all of these top contingencies to form a candidate list. The initial contingency ranking in a run of

our algorithm combines this candidate list with the generator, line, and transformer ranking values

described above to create an initial prioritized list of the contingencies.

3.2. Contingency Evaluation

Given a base case solution (u0, y0), a solution for contingency k ∈ K is obtained by solving the

(continuous and nonlinear) penalty minimization problem
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min
uk,yk,ςk,ς

+
k
,ς−
k

ψk(ςk, ς
+
k , ς

−
k )

s.t.



ak(uk, yk) = 0

bk(uk, yk) = ς+k − ς−k

ck(uk, yk)≤ ςk

uk ≤ uk ≤ uk

y
k
≤ yk ≤ yk

(ςk, ς
+
k , ς

−
k )≥ 0

0≤ τLk (u0, y0, uk, yk)⊥ τRk (uk, yk)≥ 0,

(3.1)

where the variables and problem functions are defined as in (2.8). We note that one might consider

warm-starting the solve for (3.1), e.g., using the base case solution values or a solution of the

problem obtained in a previous iteration of the overall algorithm. However, we did not find warm-

starting to work well in our experiments, which may be due to the well-known difficulty inherent

in effectively warm-starting interior-point methods.

The complementarity constraints in (3.1) are not included as explicit complementarity con-

straints when the problem is solved in our algorithm. Rather, they are replaced by a set of (smooth)

constraints that depend on an active-set prediction regarding which of the terms involved in the

complementarity constraints are active and which are free. Overall, in our solution algorithm, (3.1)

is solved approximately through a loop in which the complementarity predictions are updated

iteratively. We describe this process in further detail in the next subsection.

3.3. Handling Complementarities

Each pair of complementarity constraints in (2.6) and (2.7) involves a variable, call it χ (represent-

ing pgk in (2.6) and qgk in (2.7)), and a linear expression, call it ρ (representing pg +αg∆k − pgk in

(2.6) and vig − vigk in (2.7)). Each constraint requires that at least one of the following holds:

• χ equals a lower bound χ and ρ≤ 0,

• χ equals an upper bound χ and ρ≥ 0, or

• χ∈ [χ,χ] and ρ= 0.

Our strategy for handling complementarities may be referred to as an active set approach, wherein

we iteratively (i) make a prediction about which of these conditions holds at an optimal solution,

(ii) solve the resulting problem (that involves no complementarity constraints), then (iii) update

our prediction based on multiplier values obtained from the solution obtained in step (ii).

Let us refer to the condition χ= χ as the lower segment, χ∈ [χ,χ] as the middle segment, and

χ= χ as the upper segment of a complementarity constraint. The corresponding restrictions on the
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linear expression are ρ≤ 0, ρ= 0, and ρ≥ 0, respectively. Our procedure for updating a prediction

for a complementarity is based on the same strategy in all cases. For example, let us consider the

case when the prediction in step (i) is that the lower segment is optimal. In step (ii), the problem

(without complementarities) is solved with the constraints χ= χ, ρ− s= 0, and s≤ 0, where s is

a slack variable. Let λ≥ 0 be the Lagrange multiplier for s≤ 0. If λ > 0 and −s/λ < 10−6, then

the constraint s ≤ 0 is deemed to be active and the prediction is altered to say that the middle

segment is optimal; otherwise, the prediction is not changed. Using such a procedure, a prediction

may also be altered from middle to lower, middle to upper, or upper to middle.

Our active-set estimates for the complementarity constraints are updated in this manner during

contingency evaluation only. In other words, the active-set estimates are not updated during a

master problem solve. We considered updating the predictions iteratively for the master problem

as well, but this turned out to be too time-consuming due to the greater expense of solving each

master problem, and might not be worthwhile anyway since the predictions are updated during

the next contingency evaluations in any case. During contingency evaluation, the predictions are

updated all-at-once in this manner until either a time limit is reached or the improvement in the

optimal value of (3.1) is too small (or negative). (In terms of evaluating the objective value of (3.1),

it is important to evaluate the objective value explicitly, rather than consider the objective value

reported by Ipopt, since the latter is influenced by internal relaxations of the bound constraints.)

For the first time that a contingency is evaluated, the active-set predictions for the comple-

mentarity constraints are initialized differently depending on the type of complementarity and

contingency. With respect to active power (i.e., (2.6)) in a generator contingency, a one-dimensional

bisection search is performed over the perturbation variable ∆k. For each generator, a new produc-

tion level is computed in a way that satisfies the complementarity constraints (2.6). The search is

terminated when the overall added active power generation equals 1.01 times the amount of active

power lost by the generator contingency. The factor 1.01 is used as an estimate that we would incur

a 1% increase in losses due to the rerouting of power flows. The active constraints resulting from

this search are used to initialize the active-set predictions for each generator. In all other cases,

the active-set predictions are initialized to the middle segment.

We also tried reformulating the complementary constraints as penalty terms in the objective

function. Observe that each complementarity constraint in (2.6)–(2.7) can be written as 0≤ η⊥ µ≥

0, which is equivalent to saying that (η,µ)≥ 0 while ηµ= 0. An approach that has been explored

in the literature is to include the bound constraints (η,µ)≥ 0 and add a term of the form −β(ηµ)

to the objective function, where β is a positive penalty parameter (Hu and Ralph 2004). This

reformulation did not work well in our experiments, which we attribute to the negative curvature

that such a penalty term introduces into the objective function.
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3.4. Fast Contingency Evaluation

Evaluating each contingency as described in the preceding subsections can be expensive compu-

tationally, especially due to the combinatorial nature of problem (3.1) from the presence of the

complementarity constraints. In an attempt to mitigate the computational costs that would be

incurred by performing a full evaluation of each contingency during each iteration of the comple-

mentarity update loop described in the previous section, we employ a fast contingency evaluation

scheme that is able to quickly produce an upper bound on the optimal value of (3.1). This is done

by solving a reduced contingency evaluation problem, then setting values of the remaining variables

in a way that results in a feasible solution of problem (3.1), which gives such an upper bound.

Each reduced problem involves the power flow equations (2.1)–(2.3), but without the correspond-

ing inequality constraints (i.e., physical bounds) and without the slack variables. After fixing the

controllable shunt susceptances (where, for our purposes, we use their values from the base case

solution) and explicitly choosing the active complementarity segments, one obtains a square system

of nonlinear equations for contingency k ∈K, which involves the equations:
ak(uk, yk) = 0

bk(uk, yk) = 0

τk(u0, y0, uk, yk) = 0.

(3.2)

Here, τk is derived from either τLk or τRk depending on the active-set prediction. To solve (3.2), we

use a Newton method; in particular, we call Ipopt to solve the system of equations.

After (3.2) is solved, we update the active-set predictions for the complementarities based on any

violated bounds, then project the voltage and generation values according to their bounds, adjust

the remaining state variables, and compute slack variables accordingly to get a feasible solution to

the full contingency problem. One could stop there and employ the upper bound offered by this

feasible solution. In our approach, however, we continue the fast evaluation in an iterative manner.

In particular, using the updated active-set predictions for the complementarities, we repeat the

aforementioned steps until the penalty value no longer decreases, a time limit is reached, or the

penalty value falls below a threshold value that is tightened iteratively by the overall algorithm.

If, for a given contingency, the penalty value obtained after termination of this fast evaluation

process is greater than the threshold value mentioned above, then we transition to the full evalua-

tion of this contingency by solving (3.1) directly. Otherwise, the contingency is deemed not to be

worth a full evaluation at this stage in the overall solution algorithm.

3.5. Avoiding Selection of Dominated Contingencies

Iteratively throughout our solution algorithm, we select a specified number (three, in our imple-

mentation) of additional contingencies to include in subsequent master problems. While our choice
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of contingencies is informed by their associated penalty values, simply selecting the contingencies

with the largest penalties may result in redundant contingencies being added to the master prob-

lem. In other words, adding the constraints associated with one contingency may implicitly result

in the (near) satisfaction of all constraints associated with another contingency (or contingencies).

Hence, the latter contingencies are dominated by the former.

Contingencies consisting of failures of nearby generators, transmission lines, or transformers can

often be (nearly) redundant. Some of these redundant contingencies can be identified easily. For

instance, the failure of an identical parallel line or identical generator at the same bus is clearly

redundant since the failure of one unit will have the same impact on the system as the failure of

its counterpart. In our solution algorithm, we preprocess the set of contingencies to eliminate these

trivially redundant contingencies before we start our algorithm.

Identifying other near-redundancy in contingencies is more challenging. However, since each

contingency added to the master problem introduces a significant computational burden, it is

worthwhile to make efforts to avoid inclusion of nearly redundant contingencies. To this end,

(Capitanescu et al. 2007) introduced the concept of an individually dominated contingency, which

attempts to identify a redundant contingency by observing its corresponding constraint violations.

Definition 3.1. (Capitanescu et al. 2007) Individually Dominated Contingency.

Contingency k ∈K is individually dominated by contingency j ∈K if

ςj ≥ ςk, ς+j ≥ ς+k , ς−j ≥ ς−k (component-wise) (3.3)

for the optimal penalty variables.

The approach in (Capitanescu et al. 2007) enforces the constraints associated with all contingen-

cies that are not individually dominated. Our initial numerical experiments suggested that this

approach added many nearly-redundant contingencies (i.e., with nonzero, but small penalty values)

to the master problem. Due to the large number of constraints within each contingency, it was nearly

impossible for one contingency to strictly dominate another. Therefore, we relax condition (3.3)

by only considering the most violated constraint for each contingency, rather than all constraints,

through the introduction of the concept of a maximum violation dominated contingency.

Definition 3.2. Maximum Violation Dominated Contingency.

Let ik be the index of the constraint in contingency k ∈K with the largest violation (i.e., the index of

the constraint with the largest associated slack variable ςk, ς
+
k , or ς

−
k ), and let ς̄k be the corresponding

violation. We say contingency k is maximum violation dominated by contingency j ∈K if

ij = ik and ς̄j > ς̄k. (3.4)

During the selection of contingencies to include in subsequent master problems, we make sure

to select a set of contingencies that are not maximum violation dominated.
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3.6. Preprocessing and Handling Degeneracy

To achieve faster convergence for the interior-point method, we preprocess the input data to elimi-

nate degeneracies. Some of these degeneracies result from parallel lines that have identical electrical

parameters (i.e., Ge, Be, and Re). Since they have the same terminal voltages, the power flows on

these parallel lines are also identical. Hence, the line flow limits (2.4) for these lines are redundant

and all but one can be eliminated. Flow limits for identical parallel transformers are similarly

redundant. However, when dealing with the contingency associated with one of these lines, we have

to make sure that at least one copy of the flow limit constraints is present when one of the lines is

removed from the network.

Our preprocessing step also eliminates degeneracies associated with generators that are located at

the same bus. In particular, we reduce the number of variables and variable bounds by aggregating

the reactive power outputs of all generators at the same bus.

3.7. Overall Algorithm

Our overall solution algorithm consists of three major components, all occurring in concert in par-

allel: solving master problems, evaluating contingencies, and applying ranking schemes to identify

important contingencies. The algorithm maintains a priority list of contingencies that determines

in which order they should be evaluated and which top three should be included in subsequent

master problems. This list is updated at various steps of our algorithm.

Our algorithm is summarized in the steps below, which we refer to as Algorithm GO-SNIP.

It is implemented as Code 1, which is depicted on the left-hand side of Figure 2.

1. Remove trivially redundant contingencies (Section 3.5) and preprocess the data (Section 3.6).

2. Solve the base case problem to obtain a base case solution. For this problem, the variables are

initialized with a flat start : active power generation values are set to their upper limits; reactive

power generation values are set to zero; voltages and controllable shunt susceptances at the

buses are initialized to the midpoints within their described limits; and line and transformer

flow variables and voltage angles are initialized to zero.

3. Write the current base case solution to a file.

4. Initialize the contingency priority list (Section 3.1).

5. Apply fast contingency evaluation (Section 3.4) to the contingencies, including complemen-

tarity updates (Section 3.3), according to the priority list until a time limit (of one minute) is

reached or until all contingencies have been evaluated. Re-sort the priority list in order from

largest to smallest penalty value.
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6. Perform full contingency evaluations (Section 3.2) starting from the top of the list, given an

overall time limit (e.g., a limit of 30 seconds was used for the GO Competition, Challenge 1).

Re-sort the priority list in order from largest to smallest penalty value.

7. Add the top contingencies (e.g., for the GO Competition, Challenge 1, the top 3 were selected)

from the list to the master problem, avoiding dominated contingencies (Section 3.5).

8. Solve the master problem, with no adjustments to the complementarity segments, while at

the same time continuing to evaluate contingencies in the order of the priority list, with

preference given to those that have not yet been evaluated. Each evaluation of a contingency

starts with the fast evaluation (Section 3.4) including complementarity updates. If the penalty

value after fast evaluation is still above a threshold, then full evaluation (Section 3.2) with

complementarity updates (Section 3.3) is performed.

9. On completion of the solve of the master problem, write the new base case solution to a file

and terminate the concurrent contingency evaluation procedure.

10. Update the priority list based on the most recently computed penalty values. If the priority

list is not empty and time remains, return to Step 6. Otherwise, stop.

3.8. Implementation for the GO Competition, Challenge 1

In the GO Competition, Challenge 1, Code 1 was given a time limit of 10 minutes or 45 minutes,

depending on the competition category, and terminated once the time limit was exceeded. The

most recent base case solution, written to a file, is the product of Code 1. Our implementation of

Code 2 is depicted in the right-hand side of Figure 2. After the base case solution produced by

Code 1 is read from the file, all contingencies are evaluated in parallel. For each contingency, the

fast evaluation in Section 3.4 including complementarity updates is used first. If the penalty value

after this evaluation is above a threshold, it is further reduced by a full contingency evaluation as

described in Section 3.2.

For the competition, it was crucial to compute results for all contingencies within the time

limit for Code 2, set by the competition organizers to (2 × number of contingencies) seconds.

To ensure timely termination, at the beginning of a new contingency evaluation, we calculated

how much total computing time was left, accumulated over all threads combined, and divided this

total remaining time by the number of unevaluated contingencies. If, from that time onward, all

contingencies would require that much time, it would be guaranteed that Code 2 would finish

within the overall time limit for Code 2. However, since most contingency evaluations are finished

faster, the remaining time per contingency was expected to increase over the run of Code 2, with

the largest time limits observed at the very end. To make the best use of this strategy, we processed

the contingencies in the reverse order obtained by the ranking procedure described in Section 3.1.
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Since contingencies for which the evaluation requires more time were typically ranked earlier in

our list, they are processed at the final stages of Code 2 and thus receive the largest time limit.

Participants had different options as to how each submitted the implementation of their algo-

rithm to the evaluation platform. We chose to write Code 1 and Code 2 in C++ and submitted

Linux executables. As previously mentioned, the nonlinear interior-point optimization software

known as Ipopt (Wächter and Biegler 2006) was used to solve the base case problem and the

master problems with selected contingencies; these problems all have the form in (2.8). Ipopt was

also used to solve the contingency evaluation problems as described in Section 3.2, as well as the

power flow equations for the fast contingency evaluation strategy described in Section 3.4.

Given the short amount of time available to compute a solution, it was crucial to utilize all

computational resources provided by the organizers. To do so, we implemented a master/worker

framework. The main thread was run on the head node, and was responsible for overall coordina-

tion as well as the solution of the base case and the master problems. The remaining threads were

distributed across the compute nodes, and were responsible for continuously performing contin-

gency evaluations. The parallelization was implemented using both MPI and pthreads. Each node

ran one multi-threaded process. Communication between nodes took place with MPI, and within

each process, the threads used shared memory to exchange data. The master process ran the base

case and the master problem optimizations exclusively, even though these computations required

only a single thread. Since these were the most crucial tasks in terms of the time limit, reserving

an entire compute node for this thread meant that it was not slowed down by sharing hardware

resources with other threads.

In the overall algorithm described in Section 3.7, some parameters had to be chosen. For example,

we decided that the number of new contingencies added in each iteration was three (see Step 7).

Similarly, in Step 6, we gave the algorithm 30 seconds for full contingency evaluation before the

top three contingencies were chosen. These values seemed to perform well in the experiments dur-

ing the competition. It is likely that other values, potentially adjusted to the size of the problem,

would have performed better. However, here, as well as with respect to other aspects of the algo-

rithm, the submission deadline imposed by the competition organizers forced us to make practical

compromises that might not have been acceptable in a purely academic setting.

4. Numerical Results

For the preparation of this paper, we did not have access to the GO Competition, Challenge 1,

computing platform. Instead, we ran our codes on a single Linux server node with two Intel Xeon

CPUs running 40 (hyperthreaded) threads each and 256GB RAM.
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We believe that the official results published by the competition organizers already present

an unbiased comparison of the approaches and software implementation of the individual teams.

Therefore, our numerical results presented here concentrate on the benefits of the contingency

selection strategies described in the previous section. Specifically, we assess the contribution of

each of the following of these heuristics: initial contingency ranking (see Section 4.1), complemen-

tarity update (see Section 4.2), fast evaluation (see Section 4.3), and contingency selection (see

Section 4.4), with different heuristic choices being switched on and off.

The test cases in our experiments were taken from the Challenge 1 offline datasets (ARPA-E

2019a). We evaluated all scenarios for the selected networks. We also used the sets of contingencies

given in these datasets. Following typical industry practices, these sets typically included the

N − 1 contingencies (failures of individual generators, transmission lines, and transformers) as

well as some other multiple-component contingencies that were identified as important by the

dataset creators. No time limits were imposed during these experiments because the hardware used

was significantly less powerful than that available during the competition. In addition, since our

purposes here are to isolate the effect of each of the aforementioned heuristics, we want to show

results that are unaffected by a time limit.

4.1. Comparison: Contingency Initial Rankings

We employ a regression model to provide an initial ranking of contingencies; recall Section 3.1.

This ranking prescribes the order in which the contingencies are initially evaluated in Step 4 of

Algorithm GO-SNIP. In the competition, only a limited number of contingencies could be

evaluated within the time constraint. Thus, it is critical that the most important contingencies are

near the top of the initial contingency ranking so that they are the ones that are evaluated within

the time constraints. In this section, we compare the heuristic we included in the algorithm with

three other simpler heuristics that involve fewer features. In particular, we compare the following

four ranking heuristics using the initial base case solution:

• Heuristic lp: rank the contingencies by the associated amount of active power loss (pg for a

generator contingency and max{poe, pde} for a line/transformer contingency).

• Heuristic ls: rank the contingencies by the associated amount of apparent power loss (
√
p2g + q2g

for a generator contingency and max{
√
(poe)

2 +(qoe)
2,
√

(pde)
2 +(qde)

2} for a line (and similarly

for a transformer) contingency).

• Heuristic lc: rank the contingencies by the associated apparent power loss relative to the corre-

sponding capacity
(√

p2g+q2g
p2g+q2g

for a generator contingency and max

{√
(poe)

2+(qoe)
2

Revioe
,

√
(pde)

2+(qde )
2

Revide

}
for a line (and similarly for a transformer) contingency

)
.



Curtis et al.: A Decomposition Algorithm with Fast Identification of Critical Contingencies for Large-Scale SC-AC-OPF
Article submitted to Operations Research; manuscript no. (Please, provide the manuscript number!) 19

• Heuristic lw: rank the contingencies by the regression model as in Section 3.1.

To compare the effectiveness of these alternatives, we solved the base case problem and obtained

the initial rankings with each of these ranking schemes. As a base line, we also performed full

penalty minimization by solving (3.1) for each contingency to obtain their smallest penalty values.

In Step 7 of Algorithm GO-SNIP, three contingencies are selected after the contingency

evaluation. Therefore, we only focus on the predictions of the top three contingencies using the

above four ranking schemes. From the top of the ranking generated by each heuristic, we compute

the penalty values of the top three contingencies as a percentage of the total penalty values of all

contingencies. Figure 3 compares the ranking heuristics for four networks with different sizes. One

representative scenario is selected for each network. On the horizontal axis, we increase the number

of contingencies that are considered from the initial ranking. For each number of contingencies

considered, we determine which are the top three using the different ranking schemes and compute

the aforementioned percentage. In this manner, the penalty percentage monotonically increases as

one moves to the right in the horizontal axis. A jump in the graph for a given heuristic indicates

that a contingency with large penalty value has been identified once one more contingency is

considered.

Figure 3 shows that all four ranking schemes identify important contingencies at an early stage

of the contingency evaluation. However, our ranking heuristic lw generally captures more important

contingencies earlier in the list, as these representative figures illustrate. Overall, given any number

of contingencies in the ranked list that have been evaluated, the top three contingencies identified

via the regression model consistently have higher penalty values compared to those identified by

the other three heuristics.

In the competition, the parallel execution of the initial penalty evaluations in Steps 5 and 6 made

it possible to compute the correct (minimal) penalty value of several hundreds of contingencies

within the time limits. The results in Figure 3 indicate that the most important contingencies

could often be correctly identified and were added to the first master problem.

4.2. Comparison: Complementarity Updates

The choices of the active segments for the complementarity constraints (2.6) and (2.7) are updated

using an active-set approach during contingency evaluation; recall Section 3.3. To illustrate the

effectiveness of this approach, we next compare the contingency evaluation results obtained with

and without complementarity updates.

In this experiment, we solve the base case problem (without contingencies) using Code 1, then

perform contingency evaluations using Code 2 with the base case solution from Code 1. In this

contingency evaluation, we compare two approaches:
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Figure 3 Comparison of different initial contingency ranking schemes: As one moves to the right along the hor-

izontal axis, one considers adding more contingencies from the initially ranked list. Along the vertical

axis is the penalty captured from the top 3 selected contingencies as a percentage of the total penalty

values of all contingencies.

1. Without complementarity updates: each contingency is evaluated by solving (3.1) using the

default complementarity initialization.

2. With complementarity updates: adjustments to the complementarity constraints are made

iteratively within the contingency evaluations until the decrease in the penalty value is suffi-

ciently small (as described in Section 3.3).

Figure 4 shows the factors by which the penalty values obtained without complementarity

updates are worse than those obtained with complementarity updates. The result for each network

is obtained by averaging over the scenarios. Note that since the complementarity updates allow for

further optimization in the contingency evaluation, the penalty values obtained with complemen-

tarity updates are always less than the penalty values obtained without complementarity updates;

hence, each bar in the figure is greater than or equal to 1. Allowing complementarity updates often

results in significantly reduced penalty values for each network.
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Figure 4 Ratio of penalty values obtained without complementarity updates to penalty values obtained with

complementarity updates.

4.3. Comparison: Fast Contingency Evaluation

Our fast contingency evaluation scheme (see Section 3.4) is intended to mitigate the heavy compu-

tational cost required for full contingency evaluation. Indeed, in many cases, fast evaluation serves

as a pre-screening step for filtering out feasible contingencies (i.e., with low penalty) from requiring

a full evaluation. To assess the computational improvements resulting from this pre-screening step,

we conduct a comparison of contingency evaluation with and without fast evaluation. Similar to

the preceding experiment, we perform contingency evaluation in Code 2 based on the base case

solution obtained from Code 1. Two approaches are compared here:

1. With pre-screening: fast evaluation is performed first, followed by full evaluation if the penalty

value obtained after fast evaluation is larger than a threshold value.

2. Without pre-screening: each contingency is fully evaluated without fast evaluation.

We set the threshold value for both fast and full evaluations such that the constraint violations are

less than 2× 10−2 per unit. (This constraint violation corresponds to the first breakpoint in the

piecewise linear penalty function used in the competition.) Note that complementarity updates are

included in both approaches.

Figure 5 shows the percentage of contingencies that are feasible after pre-screening. For most of

the networks, fast evaluation eliminates over half of the contingencies. Among those contingencies

that are feasible after pre-screening, we compare the average computation times with and without

pre-screening in Figure 6. This figure shows significant improvement in computational time through
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Figure 5 Percentage of contingencies with penalty value below a threshold after pre-screening.
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Figure 6 Comparison of average evaluation time among contingencies that are determined to be (sufficiently)

feasible after pre-screening.

pre-screening. Figure 7 compares the total contingency evaluation times with and without pre-

screening. This figure shows that pre-screening allows the evaluation of more contingencies within

a limited time, thus identifying more important contingencies to include in the master problem.
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Figure 7 Comparison of contingency evaluation times with and without pre-screening.

4.4. Comparison: Contingency Selection

As discussed in Section 3, it is important to identity the most important contingencies to include in

the master problem. Even though the initial ranking scheme gives a good approximation of the true

penalties, the top contingencies captured by the initial ranking might not be the most important.

Therefore, it is necessary to evaluate the contingencies to identify those that are most important.

In Algorithm GO-SNIP, fast evaluation is applied first to contingencies in the order of the initial

ranking. This eliminates a large percentage of unimportant contingencies within a short amount

of time. The algorithm proceeds with full evaluation only for the remaining contingencies. The

dominance filtering technique proposed in Section 3.5 helps avoid adding redundant contingencies

into the master problem.

To show how each step in this procedure helps in identifying important contingencies, we com-

pare four different contingency selection approaches, each of which adds an additional step to the

previous approach:

1. Initial ranking: contingencies are ranked using our initial ranking scheme.

2. Fast evaluation: fast evaluation is applied to the contingencies in the order of the initial

ranking. Contingencies are then ranked by their penalty values computed by fast evaluation.

3. Full evaluation: full evaluation is performed if the penalty value resulting from fast evaluation

is above a threshold value. Contingencies are then ranked by their penalty values computed

by full evaluation.

4. Dominance filtering: the dominance filtering technique is applied after the full evaluation of

the contingencies. Dominated contingencies are eliminated from the ranking.
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Figure 8 Comparison of combined contingency selection schemes.

For each of these approaches, we augment the base case with the constraints from the top three

contingencies to form four master problems. We then solve these master problems and evaluate

all contingencies for the new base case solution to compute the corresponding objective values

including the penalty costs. To characterize the quality of the solutions obtained by just including

three contingencies in the master problem, we compare these objective values with the best score

from the final round of the competition. The results for each network are obtained by taking

the average of the results over each scenario. Figure 8 shows the optimality gaps between these

scores and the best scores from the competition. In nearly all cases, sequentially augmenting the

contingency selection scheme to include the initial ranking strategy, fast evaluation, full evaluation,

and dominance filtering monotonically reduces the total cost, in some cases significantly.

5. Conclusion

This paper presents the algorithm that our team, “GO-SNIP,” submitted for the ARPA-E GO

Competition, Challenge 1. The key features of our algorithm are strategies for contingency selec-

tion, fast contingency evaluation, handling complementarity constraints, avoiding issues related to

degeneracy, and exploiting parallelism. The results of the numerical experiments that are presented

isolate the effectiveness of important features of our solution algorithm. Our submission for the

GO Competition, Challenge 1, along with those of the other participating teams, demonstrate that

tailored nonlinear optimization techniques are capable of solving large-scale SC AC-OPF problems

within industrially relevant time limits.

Ongoing efforts to improve upon the SC AC-OPF algorithms developed for the ARPA-E Grid

Optimization Challenge 1 competition benefit from recently developed extensive repositories of
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large-scale realistic power system datasets. References to the specific datasets used in Challenge 1

as well as the subsequent Challenge 2 of the GO Competition are provided in (ARPA-E 2019a) and

(ARPA-E 2019b), respectively. Other large repositories of power system data include DR POWER

(DR POWER 2021) and The GRID DATA Repository (The BetterGrids Foundation 2021). Addi-

tionally, researchers often use the curated set of AC-OPF problems in the PGLib-OPF repository

for algorithmic benchmarking purposes (Babaeinejadsarookolaee et al. 2019).
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