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Abstract—Recently, convex “moment” relaxations developed from the Lasserre hierarchy for polynomial optimization problems have been shown capable of globally solving many optimal power flow (OPF) problems. The moment relaxations, which take the form of semidefinite programs (SDP), generalize a previous SDP relaxation of the OPF problem. This paper presents an approach for improving the computational performance of the moment relaxations for many problems. This approach enforces second-order cone programming (SOCP) constraints that establish necessary (but not sufficient) conditions for satisfaction of the SDP constraints arising from the higher-order moment relaxations. The resulting “mixed SDP/SOCP” formulation implements the first-order relaxation using SDP constraints and the higher-order relaxations using SOCP constraints. Numerical results demonstrate that this mixed SDP/SOCP relaxation is capable of solving many problems for which the first-order moment relaxation fails to yield a global solution. For several examples, the mixed SDP/SOCP relaxation improves computational speed by factors from 1.13 to 18.7.
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I. INTRODUCTION

The optimal power flow (OPF) problem determines an optimal operating point for an electric power system in terms of a specified objective function (typically generation cost per unit time). The OPF problem is constrained by network equality constraints (the power flow equations, which model the relationship between voltages and power injections) and engineering limits (e.g., inequality constraints on voltage magnitudes, active and reactive power generations, and line flows).

The OPF problem is generally non-convex due to the non-linear power flow equations and may have local solutions [1]. Many OPF solution techniques have been proposed, including successive quadratic programs, Lagrangian relaxation, interior point methods, and many types of heuristic optimization [2], [3]. Some of these techniques are quite mature and capable of finding at-least-locally optimal solutions to many large-scale OPF problems with reasonable computational burden. However, while typical local solution techniques often in fact find globally optimal solutions [4], they may fail to converge or converge to a local optimum [1], [5].

Recently, significant research attention has focused on convex relaxations of the OPF problem. Convex relaxations provide lower bounds on the optimal objective value and can certify infeasibility. Further, convex relaxations based on semidefinite programming (SDP) [6] and second-order cone programming (SOCP) [7] formulations have proven capable of globally solving many OPF problems.

The SDP relaxation of [6] has been generalized to a family of “moment relaxations” using the Lasserre hierarchy [8] for polynomial optimization problems [9]–[11]. The moment relaxations take the form of SDPs. The first-order relaxation in this hierarchy is equivalent to the SDP relaxation of [6]. Increasing the relaxation order in this hierarchy enables global solution of a broader class of OPF problems.

The ability to globally solve a broader class of OPF problems comes with the computational cost of larger SDPs. The moment relaxations quickly become computationally intractable with increasing order. Fortunately, second- and third-order moment relaxations globally solve many small problems for which the first-order relaxation fails to yield the globally optimal decision variables.

However, increasing system size results in computational challenges even for low-order moment relaxations. For instance, the second-order relaxation is computationally intractable for OPF problems with more than ten buses. In order to globally solve larger OPF problems, one must exploit network sparsity. This enables solution of the first-order relaxation for systems with thousands of buses [12], [13] and the second-order relaxation for systems with approximately forty buses [11], [14]. To solve larger problems, recent work [14] has both exploited network sparsity and only applied the computationally intensive higher-order moment relaxations to specific regions of the network. This approach has enabled solution of systems with up to 300 buses.

To further improve computational performance, we propose a “mixed SDP/SOCP” moment relaxation. The first-order relaxation is formulated using SDP constraints, while the SDP constraints of the higher-order relaxations are replaced by SOCP constraints that establish necessary (but not sufficient) conditions for satisfaction of the displaced SDP constraints. This mixed SDP/SOCP relaxation is thus a “middle ground” between the first- and higher-order moment relaxations implemented with SDP constraints.

Since the SOCP constraints are less computationally challenging than SDP constraints, the mixed SDP/SOCP moment relaxation
We use a line model with an ideal transformer that has a specified turns ratio $\frac{\tau_{km}}{e_{\theta_{lm}}}$: 1 in series with a II circuit with series impedance $R_{lm} + jX_{lm}$ (equivalent to an admittance of $g_{lm} + jb_{lm} = \frac{1}{\tau_{lm}(\tau_{lm} + jX_{lm})}$ and shunt admittance $jb_{sh,lm}$.

$$P_{lm} = f_{P_{lm}}(V_d, V_q) = (V_d^2 + V_q^2) \frac{g_{lm}}{\tau_{lm}} + (V_d V_{dq} + V_q V_{qg}) \left( b_{lm} \sin(\theta_{lm}) - g_{lm} \cos(\theta_{lm}) \right) / \tau_{lm} + (V_d V_{qdm} - V_q V_{qdm}) \left( g_{lm} \sin(\theta_{lm}) + b_{lm} \cos(\theta_{lm}) \right) / \tau_{lm} \quad (4a)$$

$$Q_{lm} = f_{Q_{lm}}(V_d, V_q) = (V_d^2 + V_q^2) \left( b_{lm} + \frac{b_{sh,lm}}{2} \right) / \tau_{lm}^2 + (V_d V_{dq} + V_q V_{qg}) \left( b_{lm} \cos(\theta_{lm}) + g_{lm} \sin(\theta_{lm}) \right) / \tau_{lm} + (V_d V_{qdm} - V_q V_{qdm}) \left( g_{lm} \cos(\theta_{lm}) - b_{lm} \sin(\theta_{lm}) \right) / \tau_{lm} \quad (4b)$$

$$Q_{ml} = f_{Q_{ml}}(V_d, V_q) = (V_d^2 + V_q^2) \left( b_{ml} + \frac{b_{sh,lm}}{2} \right) / \tau_{lm}^2 + (V_d V_{dq} + V_q V_{qg}) \left( b_{ml} \cos(\theta_{ml}) - g_{ml} \sin(\theta_{ml}) \right) / \tau_{ml} + (V_d V_{qdm} - V_q V_{qdm}) \left( g_{ml} \cos(\theta_{ml}) + b_{ml} \sin(\theta_{ml}) \right) / \tau_{ml} \quad (4c)$$

$$Q_{slm} = f_{Q_{slm}}(V_d, V_q) = (f_{P_{slm}}(V_d, V_q))^2 + (f_{Q_{slm}}(V_d, V_q))^2 \quad (4d)$$

The classical OPF problem is then

$$\min_{V_d, V_q} \sum_{k \in L} f_{ck}(V_d, V_q) \quad \text{subject to} \quad (5a)$$

$$P_{Gk} \leq f_{P_{Gk}}(V_d, V_q) \leq P_{Gk}^{\max} \quad \forall k \in N \quad (5b)$$

$$Q_{Gk} \leq f_{Q_{Gk}}(V_d, V_q) \leq Q_{Gk}^{\max} \quad \forall k \in N \quad (5c)$$

$$(v_{km})_{\min}^2 \leq f_{V_k}(V_d, V_q) \leq (v_{km})_{\max}^2 \quad \forall k \in N \quad (5d)$$

$$f_{S_{lm}}(V_d, V_q) \leq (x_{lm})_{\max}^2 \quad \forall (l, m) \in L \quad (5e)$$

$$f_{S_{slm}}(V_d, V_q) \leq (x_{slm})_{\max}^2 \quad \forall (l, m) \in L \quad (5f)$$

$$V_{q1} = 0 \quad (5g)$$

Constraint (5g) sets the reference bus angle to zero.

### III. MOMENT RELAXATIONS

All constraints and the objective function in the OPF problem (5) are polynomial functions of the voltage components $V_d$ and $V_q$. This enables application of polynomial optimization tools from algebraic geometry. This section first reviews the “moment” relaxations from the Lasserre hierarchy [8] for polynomial optimization problems and then summarizes a method for exploiting network sparsity.

#### A. Review of Moment Relaxations

Polynomial optimization problems are a special case of “generalized moment problems” [8]. Global solutions to generalized moment problems can be approximated using moment relaxations that are formulated as SDPs. For polynomial
optimization problems with bounded variables, such as OPF problems, the approximation approaches the global solution(s) as the relaxation order increases [8].

Formulating the moment relaxations requires several definitions. Define a vector containing all first-order monomials of the decision variables in (5): \( \hat{x} = [V_{d1} \ V_{d2} \ \ldots \ \ V_{q_n}]^T \). Given a vector \( \alpha \in \mathbb{N}^{2n} \) representing monomial exponents, the expression \( \hat{x}^\alpha = V_{d_1}^{\alpha_1} V_{d_2}^{\alpha_2} \cdots V_{q_n}^{\alpha_{2n}} \) defines the monomial associated with \( \hat{x} \) and \( \alpha \). A polynomial \( g(\hat{x}) \) is

\[
g(\hat{x}) \triangleq \sum_{\alpha \in \mathbb{N}^{2n}} g_\alpha \hat{x}^\alpha
\]

(6)

where \( g_\alpha \) is the scalar coefficient corresponding to \( \hat{x}^\alpha \).

Define a linear functional \( L_y \{g\} \) which replaces the monomials \( \hat{x}^\alpha \) in a polynomial \( g(\hat{x}) \) with scalar variables \( y_\alpha \):

\[
L_y \{g\} \triangleq \sum_{\alpha \in \mathbb{N}^{2n}} g_\alpha y_\alpha
\]

(7)

When \( g(\hat{x}) \) is a matrix, the functional \( L_y \{g\} \) is applied to each element of \( g(\hat{x}) \).

Consider the vector \( \hat{x} = [V_{d1} \ V_{d2} \ V_{q_2}]^T \) corresponding to the voltage components of a two-bus system, where the angle reference (5g) is used to eliminate \( V_{q_1} \), and the polynomial \( g(\hat{x}) = -0.95^2 + f_v(\hat{x}) \). (The constraint \( g(\hat{x}) \geq 0 \) forces the voltage magnitude at bus 2 to be greater than or equal to 0.95 per unit.) Then \( L_y \{g\} = -0.95^2 y_{000} + y_{020} + y_{002} \). Thus, \( L_y \{g\} \) converts a polynomial \( g(\hat{x}) \) to a linear function of \( y \).

The order-\( \gamma \) relaxation forms a vector \( x_{\gamma} \), composed of all monomials of the voltage components up to order \( \gamma \):

\[
x_{\gamma} \triangleq \begin{bmatrix} 1 & V_{d1} & \ldots & V_{q_n} & V_{d1}^2 & V_{d1} V_{d2} & \ldots & V_{q_n}^2 & V_{d1} V_{d2} & \ldots & V_{q_n}^{\gamma} \end{bmatrix}^T
\]

(8)

We now define moment and localizing matrices. The symmetric moment matrix \( M_\gamma \{y\} \) has entries \( y_\alpha \) corresponding to all monomials \( \hat{x}^\alpha \) up to order \( 2\gamma \):

\[
M_\gamma \{y\} \triangleq L_y \{x_{\gamma} x_{\gamma}^T\}
\]

(9)

Symmetric localizing matrices are defined for each constraint of (5). The localizing matrices consist of linear combinations of the moment matrix entries \( y \). Each polynomial constraint of the form \( f(\hat{x}) - a \geq 0 \) in (5) (e.g., \( f_v(\hat{x}) - V_2^{\min} \geq 0 \)) corresponds to the localizing matrix

\[
M_{\gamma-\beta} \{(f(\hat{x}) - a) y\} \triangleq L_y \{(f(\hat{x}) - a) x_{\gamma-\beta} x_{\gamma-\beta}^T\}
\]

(10)

where the polynomial \( f \) has degree \( 2\beta \). Example moment and localizing matrices for the second-order relaxation of a two-bus system are presented in (13) and (14), respectively.

The order-\( \gamma \) moment relaxation of (5) is

\[
\min_y L_y \left\{ \sum_{k \in \mathcal{C}} f_{Ck} \right\} \quad \text{subject to} \quad (11a)
\]

\[
M_{\gamma-1} \left\{ \left( f_{pk} - f_{k}^{\text{min}} \right) y \right\} \geq 0 \quad \forall k \in \mathcal{N}
\]

(11b)

\[
M_{\gamma-1} \left\{ \left( P_k^{\max} - f_{pk} \right) y \right\} \geq 0 \quad \forall k \in \mathcal{N}
\]

(11c)

\[
M_{\gamma-1} \left\{ \left( Q_k^{\max} - f_{Qk} \right) y \right\} \geq 0 \quad \forall k \in \mathcal{N}
\]

(11d)

\[
M_{\gamma-1} \left\{ \left( Q_k^{\max} - f_{Qk} \right) y \right\} \geq 0 \quad \forall k \in \mathcal{N}
\]

(11e)

\[
M_{\gamma-1} \left\{ \left( Q_k^{\max} - f_{Qk} \right) y \right\} \geq 0 \quad \forall k \in \mathcal{N}
\]

(11f)

\[
M_{\gamma-1} \left\{ \left( Q_k^{\max} - f_{Qk} \right) y \right\} \geq 0 \quad \forall k \in \mathcal{N}
\]

(11g)

\[
M_{\gamma-2} \left\{ \left( S_{lm}^{\max} - f_{Stlm} \right) y \right\} \geq 0 \quad \forall (l, m) \in \mathcal{L}
\]

(11h)

\[
M_{\gamma-2} \left\{ \left( S_{lm}^{\max} - f_{Sm} \right) y \right\} \geq 0 \quad \forall (l, m) \in \mathcal{L}
\]

(11i)

\[
x_{\gamma} = \begin{bmatrix} y_{000} & y_{010} & \ldots & y_{0\gamma0} & y_{100} & \ldots & y_{1\gamma0} & \ldots & y_{\gamma00} & \ldots & y_{\gamma\gamma0} \end{bmatrix}
\]

(11j)

\[
y_{000} = 1 \quad (11k)
\]

where \( \geq 0 \) indicates that the corresponding matrix is positive semidefinite. The moment relaxation is thus a SDP. The constraint (11k) enforces \( x^0 = 1 \). The constraint (11l) corresponds to the angle reference constraint (5g); the \( \gamma \) in (11l) is in the \((n+1)\)-th location, ensuring that \( V_{q_1}^\eta = 0 \).

The objective function and apparent-power line-flow constraints are quartic polynomials in the voltage components \( V_d \) and \( V_q \). For \( \gamma = 1 \), these fourth-order polynomials can be rewritten as second-order using a Schur complement reformulation [14].

The order-\( \gamma \) moment relaxation yields a single global solution if \( \text{rank}(M_\gamma \{y\}) = 1 \). The global solution \( x^* \) to the OPF problem (5) is then determined by a spectral decomposition of the diagonal block of the moment matrix corresponding to the second-order terms. Specifically, let \( \mu \) be a unit-length eigenvector associated with the non-zero eigenvalue \( \lambda \) from the diagonal block of the moment matrix corresponding to the second-order monomials (i.e., \( M_\gamma \{y\}_{2,2} \)). Then the vector \( V^* = \sqrt{\lambda} (\mu_1; n + j\mu_{(n+1):2n}) \) is the global solution.

In the absence of multiple global optima to the OPF problem (5), a solution with \( \text{rank}(M_\gamma \{y\}) > 1 \) indicates that the order-\( \gamma \) moment relaxation only yields a lower bound on the objective value. The order-\( (\gamma + 1) \) moment relaxation will improve the lower bound and may give a global solution.

B. Summary of Sparsity-Exploiting Moment Relaxations

The matrices in the moment relaxations quickly grow with both the relaxation order and the system size. Specifically, for an \( n \)-bus system, the number of rows and columns in the order-\( \gamma \) relaxation’s moment matrix is \((2n)^2\). The formulation in (11) is computationally intractable for systems with more than ten buses. Solving the moment relaxation for larger OPF problems requires exploiting network

\[\text{The angle reference can alternatively be used to eliminate all terms corresponding to } V_{q_1} \text{ to reduce the size of the SDP.}\]

\[\text{OPF problems generically have a single global optimum. The solution recovery procedure in [8] can be used to recover multiple global optima.}\]
The maximal cliques of a chordal graph can be determined in linear time [16]. Since realistic power networks are generally not chordal, we use a chordal extension technique which adds fictitious edges to the network graph to obtain a chordal super-graph. A chordal extension can be determined using a Cholesky factorization of the network Laplacian matrix with an approximate minimum-degree permutation of the buses to maintain sparsity.

To state the matrix completion theorem, define a matrix $W$ with partial information (i.e., not all entries of $W$ have known values) with an associated undirected chordal graph. The matrix completion theorem states that $W$ can be completed to a positive semidefinite matrix (i.e., the unknown entries of $W$ can be chosen such that $W \succeq 0$) if and only if the submatrices associated with each of the maximal cliques of the graph defined by $W$ are all positive semidefinite. Thus, this theorem enables decomposition of a positive semidefinite constraint for a single large matrix to constraints on many smaller matrices. This effectively eliminates the need to consider many terms which do not appear in the constraint equations of the OPF problem (5). See [12]–[14], [17] for details.

Exploiting network sparsity enables solution of the second-order relaxation for problems up to approximately 40 buses. Using the observation that the first-order relaxation gives a valid solution for large regions of typical OPF problems, larger problems can be solved by selectively applying the higher-order relaxation constraints to specific regions of the network [14]. The choice of where to apply higher-order relaxation constraints is achieved through a heuristic that is based on observations of power mismatches. This heuristic compares the power injections from the solution to the moment relaxation with the power injections implied by the rank-one matrix that is “closest” to the moment matrix. That is, let $W$ represent the moment matrix given by the solution of the moment relaxation (i.e., $W = M_{y \{y\}}$). The block of the moment matrix corresponding to the first-order relaxation terms is $W_{2k,2k}$, where $k = 2n + 1$. Define $W^{(1)}_{2k,2k}$ as the projection of $W_{2k,2k}$ onto the space of rank-one matrices.\footnote{Projection on the space of rank-one matrices is calculated by only keeping the terms in an eigen-decomposition that correspond to the largest eigenvalue.}

The power injection mismatch is defined as the absolute value of the difference between the power injections implied by $W^{(1)}_{2k,2k}$ and $W^{(1)}_{2k,2k}$.

For first-order relaxations of typical OPF problems, the power injection mismatch is very small at the majority of buses, with large mismatches at only a few buses. The buses with large mismatch provide an indication of where to add the higher-order moment constraints. Each iteration of the algorithm in [14] applies the higher-order relaxation constraints to the two buses with greatest power injection mismatch. Thus, each iteration of the algorithm progressively tightens the relaxation until a rank-one (global) solution is obtained.

IV. MIXED SDP/SOCP MOMENT RELAXATIONS

By exploiting sparsity and selectively applying the higher-order moment constraints, the SDP-based moment relaxation is capable of solving OPF problems of up to 300 buses. The feasible space for the moment relaxation is defined
with positive semidefinite matrix constraints, resulting in a computationally intensive solution process.

In order to improve the computational performance of the moment relaxations, this section describes a “mixed SDP/SOCP” relaxation that implements the higher-order relaxation constraints with a SOCP formulation that is less computationally intensive than the SDP formulation.

We begin with necessary conditions for an arbitrary symmetric matrix $A$ to be positive semidefinite. If $A \succeq 0$, then all off-diagonal terms $A_{ik}$ satisfy the SOCP constraints

$$A_{ii}A_{kk} \geq |A_{ik}|^2 \quad \forall \{ (i, k) \mid k > i \} \quad (15)$$

Only off-diagonal terms in the upper triangular part of $A$ need to be considered in (15) due to matrix symmetry. Since the SOCP constraints are necessary but not sufficient for ensuring that the corresponding matrix is positive semidefinite, (15) forms a relaxation of $A \succeq 0$.

In [7], the SOCP constraints (15) are applied to a complex form of the first-order moment relaxation. While this significantly reduces the computational burden compared to using SDP constraints, the SOCP relaxation in [7] typically only yields the global solution to a limited set of OPF problems.\(^5\)

Conversely, the relaxation proposed in this paper formulates the first-order moment relaxation with SDP constraints. This alone is sufficient to globally solve many OPF problems [6], [13]. For OPF problems where the first-order relaxation does not yield the global solution, this paper applies a SOCP formulation for the higher-order constraints rather than use the computationally intensive SDP formulation. Thus, the proposed “mixed SDP/SOCP” relaxation forms a middle ground between the first- and higher-order moment relaxations.

Specifically, consider the moment matrix constraint in (11j).

For notational convenience, define $W^k$ as the submatrix of the moment matrix corresponding to the $k^{th}$ maximal clique. (i.e., $W^k$ contains all terms in the moment matrix that are only associated with buses in the $k^{th}$ maximal clique; see Section III-B and [14] for further details.) The mixed SDP/SOCP relaxation applies a SDP constraint to the submatrix corresponding to the first-order relaxation:

$$W^{k}_{2:2n_k+1, 2:2n_k+1} \succeq 0 \quad \forall \text{ maximal cliques } k \quad (16)$$

where $n_k$ is the number of buses in the $k^{th}$ maximal clique. For all maximal cliques $k$ determined to require higher-order constraints by the algorithm summarized in Section III-B, enforce the SOCP necessary constraints defined in (15) for

$$W^k = \begin{bmatrix} 0 & W^k & 0 \\ 0 & 0 & 0 \\ W^k_{2:2n_k+1, 2:2n_k+1} & 0 & 0 \end{bmatrix} \quad \forall \text{ maximal cliques } k \quad (17)$$

where the 0 entries are appropriately sized blocks of zeros. That is, enforce (15) for the terms in the moment matrix corresponding to the higher-order constraints. Similarly, apply SOCP constraints using (15) to the localizing matrices in (11).\(^6\)

This relaxation is tighter than the first-order SDP relaxation, and therefore solves many problems where the first-order relaxation fails. However, it is generally not as tight as the SDP-based higher-order moment relaxation (i.e., the relaxation that enforces $W^k \succeq 0$); there are problems for which the mixed SDP/SOCP relaxation fails but the second-order SDP-based moment relaxation succeeds in finding the global solution.

V. Results

The computational efficiency of the mixed SDP/SOCP moment relaxation will be illustrated through comparison with the SDP-based relaxation. Salient test cases require that the first-order relaxation fail to yield the global solution. Accordingly, this paper uses test cases from [1] and [14].

This comparison used the iterative algorithm from [14], which is summarized in Section III-B, with a termination criterion that all power injection mismatches are less than 1 MVA. (The solutions typically had significantly smaller mismatch.) The implementation used MATLAB 2013a, YALMIP 2014.12.18 [18], and Mosek 7.1.0.12, and the results were generated using a computer with a quad-core 2.70 GHz processor and 16 GB of RAM.

A second-order relaxation with the mixed SDP/SOCP formulation globally solves a variety of small test problems for which the first-order relaxation does not yield the global solution, including the two- and five-bus systems in [1]. However, these small problems do not demonstrate the computational advantages of the mixed SDP/SOCP relaxations.

Fig. 1 shows the solver times for several moderate-size test cases from [14]. The first and second columns in each group show the solver times for the SDP-based and mixed SDP/SOCP moment relaxations, respectively. The stacked bars show the solver time required for each iteration of the algorithm summarized in Section III-B.

These results demonstrate significant computational speed improvements from the mixed SDP/SOCP relaxation. Both the SDP-based and mixed SDP/SOCP relaxations globally solve all test cases in Fig. 1. For case14Q, case57L, case118Q, case118L, and case300 from [14], the mixed SDP/SOCP relaxation requires the same number of iterations, but the solver times are between a factor of 1.13 and 18.70 faster than the SDP-based relaxation.

Solver times are most improved when the iterative algorithm increases the relaxation order for a bus which corresponds to a maximal clique containing many buses. In such cases, the moment and localizing matrices are large, so the higher-order relaxation constraints make a major contribution to the solver times (e.g., case118Q, which has higher-order constraints corresponding to maximal cliques with up to nine buses). Thus, replacing the SDP constraints with SOCP constraints

\(^{5}\)The SOCP relaxation in [7] is guaranteed to globally solve OPF problems with radial networks that satisfy certain non-trivial technical conditions, but generally fails for mesh network topologies.

\(^{6}\)Terms corresponding to odd-order monomials in the off-diagonal blocks of the moment and localizing matrices do not appear in the OPF constraints. Therefore, terms corresponding to the odd-order monomials are set to zero and do not require SOCP constraints.
This paper has proposed a middle ground between order relaxations in this hierarchy can be computationally prohibitive. The first- and higher-order relaxations that implements the first-order relaxation with SDP constraints and higher-order relaxations with SOCP constraints. This mixed SDP/SOCP relaxation is capable of solving many OPF problems for which the first-order relaxation fails to yield a global solution. Several numerical examples demonstrate that the mixed SDP/SOCP relaxation typically has a significant computational speed advantage over the SDP-based formulation.
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