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Abstract—The power flow equations, which relate power injections and voltage phasors, are at the heart of many electric power system computations. While Newton-based methods typically find the “high-voltage” solution to the power flow equations, which is of primary interest, there are potentially many “low-voltage” solutions that are useful for certain analyses. This paper addresses the number of solutions to the power flow equations. There exist upper bounds on the number of power flow solutions; however, there is only limited work regarding bounds that are functions of network topology. This paper empirically explores the relationship between the network topology, as characterized by the maximal cliques, and the number of power flow solutions. To facilitate this analysis, we use a numerical polynomial homotopy continuation approach that is guaranteed to find all complex solutions to the power flow equations. The number of solutions obtained from this approach upper bounds the number of real solutions. Testing with many small networks informs the development of upper bounds that are functions of the network topology. Initial results include empirically derived expressions for the maximum number of solutions for certain classes of network topologies.

I. INTRODUCTION

The power flow equations model the steady-state relationship between the voltages and power injections in a power system. Solutions to these nonlinear equations correspond to the equilibria of the underlying differential-algebraic equations describing power system dynamic behavior. Multiple power flow solutions may exist [1]. Typically, lightly loaded systems have many solutions which disappear in bifurcations with increasing loading. After reaching the system’s maximum loadability limit, the power flow equations are infeasible. This paper presents a empirical analysis leading towards development of topologically based upper bounds on the number of power flow solutions.

For typical operating conditions, there is a single “high-voltage” solution corresponding to the stable equilibrium of reasonable dynamical models. There exist mature techniques which often succeed in calculating the high-voltage solution. Typical power flow solvers employ Newton-Raphson and Gauss-Seidel algorithms [2]. For a sufficiently close initialization, Newton-based techniques yield quadratic convergence. However, the capabilities of Newton-based techniques are very dependent on the initialization. Reasonable initializations (e.g., the solution to a related problem or a “flat start” of $1\pm 0^\circ$ per unit voltages) often result in convergence to the high-voltage solution. Appropriate initialization is more difficult for parameters outside typical operating ranges, as may occur due to high penetrations of renewable generation and during contingencies. Illustrating this initialization challenge, [3] demonstrates that the basins of attraction for Newton-based methods have fractal boundaries.

This challenge motivates the development of alternative solution techniques. Many alternative algorithms are Newton-based with modifications that improve robustness to the choice of initialization. For instance, [4] describes an “optimal multiplier” which modifies the step size to ensure non- divergence of the iterations.

Many recent approaches do not rely on Newton-based iteration. For instance, the Holomorphic Embedding Load Flow method [5], which uses complex analytic continuation theory, is claimed to be capable of reliably finding a stable solution for any feasible set of power flow equations. A monotone operator approach in [6] identifies regions with at most one power flow solution. Any solution contained within these regions can be quickly calculated. Convex relaxation techniques can find power flow solutions [7] and certify infeasibility [8]–[10]. Progress has also been made using active/reactive power “decoupling” approximations [11]–[13].

Many existing approaches focus on the high-voltage solution. However, other solutions generally exist, often at lower voltages, which are important for certain stability assessments [14]–[17]. There may also exist multiple stable solutions, particularly in distribution systems when power flows reverse [18]. The literature includes attempts to calculate multiple solutions using a Newton-based algorithm with a range of carefully chosen initializations [19], [20], a semidefinite relaxation [21], an auxiliary gradient system [22], and a holomorphic embedding method [23]. Other approaches (e.g., [6]) can also be adopted to find multiple solutions. However, these approaches may not find all solutions.

A numerical continuation approach that claims to find all power flow solutions was presented in [24]. Since it scales with the number of actual rather than potential power flow solutions, this approach is computationally tractable for realistic power systems. However, the robustness proof indicating that this approach finds all solutions to all power flow problems is flawed [25], and [26] presents a counterexample. This counterexample also invalidates the robustness of the related approach in [27] for calculating all power flow solutions that have a certain stability property. Recent work [28] presents
a related method that improves the robustness of [24]. Although not yet scalable to large systems, there are approaches which are guaranteed to find all power flow solutions. For instance, interval analysis [29] and Gröbner bases [30] methods are applicable to systems with up to five buses. Other methods guaranteed to find all solutions to systems of polynomial equations are the eigenvalue technique [31] and the “moment/sum-of-squares” relaxations in [32].

The most computationally tractable methods that reliably find all solutions are based on numerical polynomial homotopy continuation (NPHC). These methods use continuation to trace all complex solutions from a selected polynomial system for which all solutions can be easily characterized to the solutions of the specified target system. In this context, the power flow equations are transformed by splitting real and imaginary parts of the voltage phasors to obtain polynomials in real variables. Thus, only the real solutions to these polynomial equations are physically meaningful. Nevertheless, ensuring recovery of all real solutions requires a number of continuation traces that depends on an upper bound for the number of complex solutions. Existing techniques are tractable for systems with up to 14 buses [33], [34] (and the equivalent of 18 buses for the related Kuramoto model [35]).

The computational complexity of NPHC is unknown and is related to Smale’s 17th open problem of the 21st century [36]. As such, the complexity of NPHC is considered in terms of the maximal number of complex solutions of a polynomial system in a fixed parametrized family of coefficients. Obtaining tighter upper bounds on the number of possible power flow solutions for a specified network thus has the potential to improve the tractability of NPHC. Upper bounds on the number of power flow solutions are also theoretically interesting in their own right.

After introducing the power flow problem, this paper reviews existing bounds on the maximum number of power flow solutions. To improve upon existing bounds, this paper then uses NPHC to perform an empirical analysis regarding the number of complex power flow solutions. By testing a variety of network topologies, the results inform conjectured network-structure dependent upper bounds.

II. OVERVIEW OF THE POWER FLOW EQUATIONS

The nonlinear power flow equations model the steady-state relationship between voltages and power injections in a power system. Denote the voltage phasors for a \( n \)-bus system as \( V \in \mathbb{C}^n \). We use rectangular coordinates \( V_i = V_{di} + jV_{qi} \), where \( V_{di}, V_{qi} \in \mathbb{R}^n \) and \( j \) is the imaginary unit, to obtain a system of polynomial equations in real variables \( V_{di} \) and \( V_{qi} \).

Let \( Y = G + jB \) represent the network admittance matrix. Using “active/reactive” representation of complex power injections \( P_i + jQ_i \), power balance at bus \( i \) yields

\[
P_i = V_{di} \sum_{k=1}^{n} (G_{ik} V_{dk} - B_{ik} V_{qk}) + V_{qi} \sum_{k=1}^{n} (B_{ik} V_{dk} + G_{ik} V_{qk}) \quad (1a)
\]

\[
Q_i = V_{di} \sum_{k=1}^{n} (-B_{ik} V_{dk} - G_{ik} V_{qk}) + V_{qi} \sum_{k=1}^{n} (G_{ik} V_{dk} - B_{ik} V_{qk}) \quad (1b)
\]

The squared voltage magnitude at bus \( i \) is

\[
|V_i|^2 = V_{di}^2 + V_{qi}^2 \quad (1c)
\]

Each bus is classified as PQ, PV, or slack. PQ buses, which typically correspond to loads, treat \( P_i \) and \( Q_i \) as specified quantities and enforce the active power (1a) and reactive power (1b) equations. PV buses, which typically correspond to generators, enforce (1a) and (1c) with specified \( P_i \) and \( |V_i|^2 \). The reactive power \( Q_i \) may be computed as an “output quantity” via (1b). Finally, a single slack bus is selected with specified \( V_i \) (typically chosen such that the reference angle is \( 0^\circ \); i.e., \( V_{qi} = 0 \)). The active power \( P_i \) and reactive power \( Q_i \) at the slack bus are determined from (1a) and (1b).

III. REVIEW OF BOUNDS ON THE NUMBER OF POWER FLOW SOLUTIONS

Zero active and reactive power injections at a bus correspond to either zero current injection or zero voltage magnitude. Systems composed solely of PQ buses with the exception of a single slack bus can thus achieve at least \( 2^{(n-1)} \) real solutions when all power injections at PQ buses are zero. However, there are systems with more than \( 2^{(n-1)} \) real solutions: [37]–[39] present three-bus systems with six solutions, which is larger than \( 2^{(n-1)} = 4 \).

Bézout’s theorem with \( 2n - 2 \) degree-two polynomials bounds the number of power flow solutions at \( 2^{(2n-2)} \) [40]. The number of complex solutions for sparse systems of polynomial equations with generic coefficients is given by the BKK bound [41], [42]. For the particular power flow formulation (1) for systems with PQ buses, the BKK bound is the same as the total degree bound from Bézout’s theorem (i.e., \( 2^{(2n-2)} \)). However, each unique network topology restricts the power flow equations to a parametrized family in the coefficient space, resulting in a deficiency in the number of solutions and the potential for tighter bounds. By exploiting the power flow structure for lossless systems without PQ buses, [40] proves a tighter bound of

\[
\kappa_n = \binom{2n-2}{n-1} \quad (2)
\]

where \( \binom{n}{k} \) is the binomial coefficient function. The number of complex solutions for general systems (allowing losses and both PV and PQ buses) is also bounded by \( \kappa_n \) [43]–[45].

An upper bound of \( 2^{(n-1) + m} \), where \( m \) is an unspecified network-dependent parameter, is conjectured in [39], but no guidance is provided as to the value of \( m \).

Under some technical assumptions, [46] shows that the maximum number of certain (“type-1”) unstable power flow solutions associated with a given stable equilibrium is \( 2^{\binom{2n_g}{n_g}} \), where \( n_g \) is the number of PV buses. However, [46] does not bound the total number of solutions.

The aforementioned bounds are not functions of the network topology. The sole topology-dependent bound is given in [47]: for a system comprised of certain subnetworks which

\footnote{This paper does not consider reactive power limited generators.}
share a single bus, the number of complex solutions is the product of the number of solutions for each subnetwork. To significantly improve on the bound $\kappa_n$, we speculate that developing topologically based bounds is possible for a broader class of networks. We present an empirical investigation intended to inform such topologically based bounds.

IV. OVERVIEW OF THE NUMERICAL POLYNOMIAL HOMOTOPY (NPHC) ALGORITHM

We use the NPHC algorithm [42], [48], [49] to find all power flow solutions. For this algorithm, one first creates a start system that is in the same parametrized family as the target system. Then, one easily computes all the solutions of the start system and deforms these solutions to all the solutions of the target system. This deformation of solutions is done by creating a one-parameter embedding between the start system and the target system known as a homotopy. Under suitable conditions, each isolated solution of the target system is connected by a homotopy path to at least one solution of the start system. By tracking the paths over the complex numbers, one can be guaranteed to find all of the isolated, complex solutions of a polynomial system using NPHC.\(^2\) Once all the complex solutions are found, we then consider only the solutions with a small enough imaginary part and deem these to be real. For all of our computations, we use Bertini v1.5 [50].

V. EMPirical results and Discussion

To discover potential topology-dependent bounds, we used NPHC to calculate all complex solutions for many small test cases. In this section, we describe the method employed for generating test cases, present the results, and discuss some patterns discovered thus far in the data.

A total of 50,000 systems (10,000 for each size from three to seven buses) were randomly constructed. The systems were created by sampling from a uniform distribution for the number of lines ($n + 1$ to $\frac{n^2 + n}{2}$), with a topology developed from a random spanning tree [51] augmented with additional lines whose terminal buses were randomly selected. See the appendix for further test case construction details.\(^3\)

We characterize the power system network topology using its maximal cliques. A clique is a subgraph where all nodes are linked to one another (i.e., a complete subgraph), and a maximal clique is clique that is not a subgraph of another clique. The set of maximally sized cliques of a given graph can be computed using the Bron-Kerbosch algorithm [52]. Despite being NP-Complete [53], calculating the maximal cliques of sparse graphs representing power system networks is tractable (e.g., identifying the maximal cliques of the 2383-bus Polish system [54] only required 35 seconds on a laptop).

Fig. 1 shows the maximum number of complex solutions versus the average clique size (i.e., for a system with maximal cliques $C_1, \ldots, C_m$, the average clique size is $\sum_{i=1}^{m} |C_i| / m$, where $|C_i|$ is the size of clique $i$) for each of the 144 unique combinations of clique structures (i.e., unique sets $\{ |C_1|, \ldots, |C_m| \}$) among the 50,000 test cases. Larger average clique size (roughly speaking, a more tightly connected network) is correlated with more complex solutions, although the dependence is not monotonic. The dotted lines in Fig. 1 show the values of $\kappa_n$. The results for the complete networks show that the bounds $\kappa_n$ on the maximum number of complex solutions are exact for systems with up to seven buses. For systems with more than three buses, it is an open question whether there exist power flow equations with a number of real solutions equal to $\kappa_n$.\(^4\)

Fig. 1 illustrates that the number of complex power flow solutions strongly depends on the network structure. The network topology determines the monomial structure of the power flow polynomial equations. The number of solutions is intimately related to the monomial structure in that the number of solutions can either drop or stay the same as specialization in the coefficient-parameter space occurs. In other words, nested coefficient spaces preserve inequality with respect to the number of solutions. As the network topology becomes more sparse, certain monomial terms vanish, and the number of solutions is sometimes reduced. The fact that power systems typically have sparse topologies with relatively small maximal cliques suggests that bounds based on the network structure have the potential to be significantly tighter than bounds developed for complete networks.

We next describe bounds for two classes of networks. The

\(^2\)NPHC finds all solutions since no bifurcations occur along the path with probability 1 due to tracking over the complex numbers and Sard’s Theorem. See [49] for further details.

\(^3\)Data describing each test case and all solutions are available at http://www.matthewniemerg.com/research/PowerFlow/

\(^4\)Two-bus systems can have two real solutions and the three-bus systems in [37]–[39] have six real solutions, so this question is answered affirmatively for $\kappa_3$ and $\kappa_4$. A complete lossless four-bus network of PV buses with a restricted set of line reactances has at most 14 real solutions [40, Prop. 2.14], which is strictly less than $\kappa_4 = 20$. By perturbing the electrical parameters, a four-bus system was found with 16 real solutions. Further work is needed to either find or prove the non-existence of a system with 20 real solutions.
The left hand sides in Fig. 3 show example topologies of systems for which \( \kappa^{(1)} \) is applicable. The right hand sides of

\[ \kappa^{(2)} = \frac{1}{2^{m-1}} \prod_{i=1}^{m} \kappa[C_k]. \]  

The left hand sides in Fig. 3 show example topologies of systems for which \( \kappa^{(2)} \) is applicable. The right hand sides of

As illustrated in Figs. 3–5, “tree” in this context refers to the lack of loops in connections between maximal cliques which share an edge; i.e., these maximal cliques, but not necessarily the buses, are connected in a tree.

Other factors, such as electrical parameters and the number and locations of PV buses, may reduce the actual number of solutions and to understand its physical interpretation.

Fig. 3 show the associated clique graphs, where the nodes represent the maximal cliques and each edge represents a bus shared by the corresponding maximal cliques. Further work is needed to prove that (4) upper bounds the number of solutions for this second class of networks which share two buses (i.e., a single edge) is a tree. The (conjectured) maximum number of solutions is \( \kappa^{(2)} = \frac{2^{4} \cdot 2^{3} \cdot 2^{2} \cdot 2}{2} = 162 \).
The power flow equations are intrinsic to many power system analyses. Yet, despite their importance, we lack some basic information such as the number of solutions to these equations for general systems. One practical implication is that NPHC algorithms require more computational effort than necessary to find all power flow solutions. After reviewing upper bounds on the number of power flow solutions for complete networks, this paper presented results from a computational experiment using NPHC to calculate all complex power flow solutions for 50,000 small test cases. These results illustrate the potential for improving existing bounds by exploiting network topology. The results validated the only topology-dependent bound in the existing literature, which is applicable to block networks, and informed the development of conjectured bounds for another class of network topologies.

Future work includes scaling the computations to larger systems, uncovering other patterns to develop further empirical expressions relating the maximum number of power flow solutions to the network topology, and identifying physical explanations for these expressions.

**APPENDIX**

For each test case, line resistance \( R \), reactance \( X \), and shunt susceptance \( b \) values for \( \Pi \)-model equivalent circuits were randomly sampled from Gaussian distributions with mean and standard deviation of \( \mu_R = 0.03, \sigma_R = 0.03; \mu_X = 0.10, \sigma_X = 0.03; and \mu_b = 0.005, \sigma_b = 0.001 \) respectively, all in per unit using a 100 MVA base, with any negative values sampled for line resistances instead set to zero. Lines had an 8% probability of being transformers with tap ratio \( \tau \) and phase-shift \( \theta \) sampled from a Gaussian distribution with mean and standard deviation values of \( \mu_\tau = 1, \sigma_\tau = 0.02 \) per unit and \( \mu_\theta = 0^\circ, \sigma_\theta = 3^\circ \) respectively. A bus was specified to be a generator with 30% probability, with the first generator selected as the slack bus. If no buses were selected to be generators, a random bus was assigned a generator and chosen to be the slack bus. The generators’ voltage setpoints were selected by randomly sampling from a uniform distribution between 0.90 and 1.10 per unit, and active power injections were sampled from a Gaussian distribution with mean and standard deviation values of \( \mu_{P_a} = 200, \sigma_{P_a} = 30 \) MW. (Generator buses had no associated loads.) Buses had a 70% probability of being specified as loads (PQ buses). Loads have a constant active and reactive power component sampled from a Gaussian distribution with mean and standard deviation \( \mu_{P_d} = 50, \sigma_{P_d} = 20 \) MW and \( \mu_{Q_d} = 30, \sigma_{Q_d} = 20 \) MVar, respectively, as well as a constant impedance component sampled from a Gaussian distribution with mean and standard deviation \( \mu_{P_z} = 0.1, \sigma_{P_z} = 0.03 \) per unit and \( \mu_{Q_z} = 0.1, \sigma_{Q_z} = 0.05 \) per unit for shunt conductance and susceptance, respectively.
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