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Abstract—The power flow equations relate bus voltage phasors
to power injections via the network admittance matrix. These
equations are central to the key operational and protection
functions of power systems (e.g., optimal power flow scheduling
and control, state estimation, protection, and fault location, among
others). As control, optimization, and estimation of network
admittance parameters are central to multiple avenues of research
in electric power systems, we propose a linearization of power
flow solutions obtained by implicitly differentiating them with
respect to the network admittance parameters. This is achieved
by utilizing the implicit function theorem, in which we show
that such a differentiation is guaranteed to exist under mild
conditions and is applicable to generic power systems (radial or
meshed). The proposed theory is applied to derive sensitivities of
complex voltages, line currents, and power flows. The developed
theory of linearizing the power flow equations around changes
in the complex network admittance parameters has numerous
applications. We demonstrate several of these applications, such
as predicting the nodal voltages when the network topology
changes without solving the power flow equations. We showcase
the application for continuous admittance control, which is used
to increase the hosting capacity of a given distribution network.

Index Terms—Network topology, topology control, admittance
matrix, sensitivity coefficients, differentiable optimization

I. INTRODUCTION

HE power flow equations are widely used for modeling

the relationship between the voltage phasors and the
power injections in power systems, and are fundamental for
key operational and protection functions of power systems.
These are used for a number of applications such as state
estimation []1]], scheduling and control based on the optimal
power flow (OPF) [2], [3], fault location (e.g., [4]]), and
protection (e.g., [5])), among others. The power flow equations
are inherently nonlinear, posing significant computational
challenges. This is poignantly true in combinatorial opti-
mization problems, where discrete variables compound with
the non-convex AC OPF problem, which can result in an
optimization problem that becomes intractable as the size of
the network grows. A class of such problems that have attracted
considerable interest in the power system literature—and
network science more broadly—is termed as topology control
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problems. Examples of problems in this class include line
switching problems for power shut-offs [6]], loss reduction [7[—
[9], distribution network reconfiguration [10]—[12]], congestion
management via bus splitting [[13]-[15], etc.

Moreover, a conceptually similar topic—flexible AC trans-
mission systems (FACTS)—has been of interest at the trans-
mission scale for a significant period where continuous control
of shunt reactors is exercised [16]—[18]]. Existing literature
(e.g., [19]-[21]]) suggests the use of series line reactors for
active power flow control in power systems. Recent work has
developed continuous models [15]], [22]. These approaches,
belonging to the continuous admittance framework, are inclu-
sive of models for transmission line switches, node-breaker
substations, and other technologies such as smart wires and
unified power flow controllers (UPFCs). This framework has
seen application in combinatorial switching problems [22]
and current congestion management [[15]. Overall, both the
topology control and the continuous admittance problems in
power systems are nonlinear and non-convex, often resulting
in intractable formulations.

Related work: In the existing literature, different tech-
niques have been investigated to tackle topology control
problems, such as convex relaxation techniques (e.g., [23],
[24]), linearized approximations (e.g., [25]-[27]), machine
learning techniques [28]], [29], and other heuristics [30], [31].
These methods are valuable because of their computational
efficiency—in contrast, direct methods for topology control
problems typically comprise mixed-integer non-linear programs,
which are NP-hard in general and potentially pathological.

Several simplification techniques are based on distribution
factors [25]], [31]-[33]], which represent the sensitivity of the
power system state to changes in the decision variables. In a
typical OPF problem, the power system state refers to the bus
voltage phasors, and the decision variables are typically the
generators’ set-points (or power injections in general). For such
applications, the voltage sensitivity coefficients are derived as
in [34]. In other cases, this theory also has been applied to
obtain power losses and current-flow sensitivity factors, which
are used to minimize losses and tackle line-current congestion
problems [35]-[37].

Linearization techniques have also been applied to line-
switching and topology control problems, such as power trans-
fer distribution factors (PTDFs), line outage distribution factors
(LODFs) and outage transfer distribution factors (OTDFs) that
are widely used in transmission system applications [31[—[33].
PTDFs are used for the expressing incremental changes in real
power flow that occur on transmission lines due to real power
transfers between two regions; these factors are frequently
used for pre-contingency analysis by the system operators
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and can be used to optimize the generator setpoints with the
objective to minimize congestion. On the other hand, LODFs
are used to determine the impacts of line outages on power
flows. Both of these distribution factors often use the DC power
flow approximation which is reasonable only for transmission
systems.

Recent work in AC line outage distribution factors represents
line flow changes with respect to outages while incorporating
the full AC power flow equations. The authors of [38] developed
a method based on the holomorphic embedding load flow
(HELF) method. The authors of [32f] extended the traditional
line outage distribution factor computation method to handle
an arbitrary number of discrete line outages. The focus of
previous work in the literature has been on the impact of
changes in power flows due to incremental changes in the
power injections. Previous and recent studies have extended
these ideas to understanding the sensitivity of power flow
solutions to changes in line admittances [25], [30]], [33]], due
to their potential for use in various applications in topology
control and continuous admittance control. However, the current
literature has not yet achieved a formal and complete treatment
of this topic, which motivates our own.

Our paper presents a general framework for distribution
factors that express the sensitivities of the power system
state to changes in the network admittance parameters. These
coefficients are computed by implicit differentiation of the
power flow equations with respect to the network admittance
parameters. The proposed coefficients can be used to produce
linearized optimization problems for a number of applications
in power transmission and distribution networks alike, including
topology control for congestion management and continuous
admittance control for voltage regulation.

Contributions: This work presents a generalized technique
to analytically differentiate power flow solutions with respect
to network admittance parameters. Earlier investigations of
this idea, such as the work of [25]], [30]], [31]], show that this
technique enables several admittance control applications to
be made more efficient. Our work contributes an array of new
generalizations and extensions of this earlier work, spanning
theory, modeling, and applications. In terms of modeling, we
consider a broad range of electrical quantities of interest that
derive from power flow solutions, generalizing the sensitivity
computations to line currents and to arbitrary bus types; in
addition, the proposed method is capable of handling shunt
admittances, and connections that do not yet exist—these
capabilities are new, to the knowledge of the authors.

Moreover, these advances open the door to a wide range of
applications in improving the scalability of both continuous
and discrete topology control and optimization problems. We
demonstrate just a few of these applications—topological
impact prediction, voltage control, and congestion manage-
ment—in Section

Further, we provide additional theoretical contributions that
extend the existing literature. Compared to [25]], [33]], we
take the total derivative of the bus injection model of the
power flow equations in polar coordinates with respect to
network admittance parameters. Then, by applying the Implicit
Function Theorem, we show that the Jacobian of a power flow
solution with respect to admittance parameters exists and can

be uniquely obtained by solving a linear system of equations,
as long as the network is not in a state of static voltage collapse,
i.e., the canonical power flow Jacobian is invertible. This mild
assumption ensures our method’s practical relevance.

We also present several applications of the proposed method.
The method provides a continuous approximation of power
flow solutions as a function of admittance parameters. This
allows for the outcome of the iterative procedure of solving
the AC power flow equations with changed admittance to be
predicted by taking linearizations about arbitrary admittance
parameters of the user’s choice. This is particularly useful
when performing fast analyses of topology control.

The paper is organized as follows. Section reviews
the power flow model. Section [[II] presents the main theory
for differentiating the power flow solutions with respect to
the admittance parameters. Section demonstrates various
applications. Section [V| presents different experiments for these
applications. Section [VI| concludes the paper.

II. POWER FLOW MODELS

In this section, we review the bus injection model of the
power flow equations. From this, a novel parameterized system
of equations is developed that illustrates the conditional linear
dependence of bus power injections on the network admittance
parameters, which we utilize throughout the work.

Nomenclature

Matrix and complex operator notation: We denote the sets
of real and complex numbers as R and C, respectively. Given a
matrix A or a vector a, we denote their transposes as AT and
a', respectively. The k-th entry of a vector a is denoted
(a)r. The operator o denotes elementwise multiplication
(the Hadamard product). A complex scalar Z with real and
imaginary components X, Y is denoted as Z := X +jY, where
j is the imaginary unit, j? := —1. The complex conjugate of
scalar Z = X +jY for X, Y € R is denoted Z = X —jY
(analogous definitions apply for complex vectors and matrices).
The indicator function is denoted as 1{-}. For any function f
of a complex variable Z = X + jY, the Wirtinger derivatives
(see [39]), if they exist, are
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Wirtinger derivatives will prove useful, as they satisfy the
standard rules of differentiation when Z and Z are treated as
different, independent variables. If the Wirtinger derivatives
are known, then the derivatives with respect to the real and
imaginary parts can be recovered as
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Similar relationships hold for complex vector derivatives.
Network model: Let G = (N, €) be an undirected graph
corresponding to an electric power system with nodes N :=



{1,...,n}, and branches £ C N x N, with £ := {1,...,m}.
We denote the set of voltage-controlled nodes as V C N, and
the total number of voltage-controlled nodes as g = |V|. The set
of PQ nodes, where voltage is not controlled, is denoted P =
N\ V. When ordering the nodes of P and V in ascending
order, the i-th node of V is denoted (i), and the i-th node
of P is denoted P(i). If k € P, then P~1(k) denotes the
position of % in the list obtained by sorting P in ascending
order. We also define V~!(k) in an analogous way.

Power flow variables and parameters: Let the state of the
network (i.e., the nodal complex voltages in rectangular coordi-
nates) be € C™. In polar coordinates, the voltage magnitudes
and phase angles are v € R™ and § € (—m, 7]", respectively;
we denote the state as vZ£§ := v oexp(jd) € C™, where exp(+)
is applied elementwise. Thus, z; := v;(cos(d;) + jsin(d;)) for
all i € N. Denote by vp € R(=9) and vy, € RY the vectors
of voltage magnitude at nodes in P and V, respectively. Then
the entries of v can be written as

('U)k — {(UP)Pl(k)

('Uv)vfl(k)

kEeP

kev. ©

As the voltages in vy, are specified, we only need to solve the
power flow equations for vp and 4. It is sometimes convenient
to write v as a function of vp, that is v = v(vp), as a way
to emphasize that only the entries of v associated with nodes
in P are considered variables in the power flow equations.

Branch current flows in rectangular coordinates are de-
noted as uw € C™. In polar coordinates, let £ € R™
and ¢ € (—m,w|™ denote the branch current magnitudes
and phase angles, respectively. Thus, u := £ o exp(j¢)
and u;; := £;5(cos(¢;;) + jsin(¢y;)) for all (3, 7) € £.

Yij Ui = éij cos (}5”
»-

- —_— -

i = v; exp(jos) Yi y; T = vjexp(jd;)

Fig. 1. Illustration of the m-line model and the line parametrization used in
our work.

We denote the nodal admittance matrix as Y := G + jB €
C™*™, Let s := p + jq € C™ denote the net complex power
injections at each bus. The power flow equations are then

s = diag(x)Y x, 4

where (-) denotes the complex conjugate and diag(-) denotes
a diagonal matrix with the argument along the diagonal.

A. Admittance-parameterized power flow equations

Given a power system model G = (A €), consider the
corresponding complete graph K,, = (N, ) where £ has
all possible connections between the nodes in N, i.e., (Z) =
n(n —1)/2 edges. Let S C Ex be the set of all controllable
lines. We understand the set S in a very general sense, where
controllable includes switchable. Specifically, S contains all

connections between nodes 7,5 € N where

1) a line admittance can be modified, e.g., lines with “smart

wires” [40], FACTS compensation, or switches,

2) a line could potentially be created, but does not yet exist,

ie., (i,7) € Ex but (i,7) ¢ &,

3) a line that could be switched open or closed.
Therefore, in our work, we will consider the admittances of each
line (4, ) € Ex to be parameterized functions y;; : C — C of
the form

Yij (i,5) € Ex\ S,
0 (i,5) ¢ €

where y?; € C is a chosen nominal admittance value.

Without loss of generality, we will consider the case
where |v;;| < 1; in principle, the maximum values of |v;;|
could be larger, such as in the case of controllable smart wires.
In the special case where Im(~y;;) = 0 and Re(v;;) € [0, 1], the
parameterization (3)) describes a switching process, where ;; =
0 + jO if the line is switched open.

With the above formulation, we can now represent a
controllable admittance matrix in a vectorized form w :
Cmtn — C+1/2 whose entries correspond to the admit-
tance parameters, including self-admittance. Suppressing the
~ argument for convenience, we construct the vector w as

Yij (i) == (5)

(6)

Critically, the vector w in (6) has been constructed indepen-
dently of S—it is the vector of all possible network parameters,
regardless of the network topology. It is straightforward for
the domain of w to be constrained to an appropriate lower-
dimensional subspace corresponding to a subset of the (g)
possible lines under practical reconfiguration and parameter
constraints. Using the most general formulation, we obtain the

following result.

w = [yij:(i,j)egx yi:ieN]

Lemma 1. Let @ € C" be a nodal voltage state inducing power
injections s € C™. There exists a matrix-valued function F' :
C" — C*n(v=1/2 gych that the complex conjugate of the
power injections can be written as a parameterized function

of all possible admittance weights w € (C(g), namely,

s(x;w) = F(x)w,

N

where F : C" — C"*"("=1/2 s defined explicitly in ©), and
w is as in (6).

Proof. First we prove the claim for the case where the system
has no phase-shifting transformers.

Note that for any number of buses n, there exists a
mapping A() : n = {—1,0,1}"(""D/2X" o the unique
incidence matrix of a complete undirected graph with a self-
edge at every node. Denote the i-th standard basis vector in R?
as e¢ € RY; we then have that A takes the form

n—1 n—1

11 —e —€s —€, 1
0,2 1,5 —ef? —e 3
An = : . . : )
0 - 0 1 -1

|_. . I, . J



where 14 and 0, denote d-dimensional vectors of all ones
and zeros, respectively, and I; denotes an identity matrix of
dimension d x d. The I,, block concatenated at the bottom
of () is due to the presence of self edges at every node. We
remark that for any possible topology weights w, we have

s = diag(z)Yx = diag(z)A, diag(w)A,x (9a)
= diag(z)A, diag (A, ) w (9b)

=F(x)
= F(x)w (9¢)

which yields the desired representation of the power flow
equations.

The case where the system has phase-shifting transformers
is proven in the same way, with the only difference that now

A,, has the form
_ |A()
=[]
where A(n) is the generalized incidence matrix (see [41])) of

a complete n-node graph without self edges, and with phase-
shifts chosen to match those of the system transformers. [

(10)

Considering the space of all possible admittance parame-
ters—as in Lemma [[—may not always be necessary, except
in the most unrestricted planning contexts. In the context
of operational reconfiguration, the controllable topological
components are typically a small subset of all components
in the network. It is straightforward to generalize the result of
Lemma [I] to handle this setting. Suppose that a subset S C £
of possible connections can exist, collecting a total of |S]

lines. Introduce a line selection matrix E € {O,l}ls‘x(g)
where E;. = 1 if e = (i,5) € S, j > i. The selection
matrix E encodes the edges of the complete graph over which
we have control. Reloading the notation, we can redefine the
incidence matrix operator A(.y : n — {—1,0, ST o

=[P4

and proceed with a computation analogous to (9).

III. DIFFERENTIATING POWER FLOW SOLUTIONS WITH
RESPECT TO ADMITTANCE PARAMETERS

This section presents the proposed method to derive the
sensitivity coefficients of nodal voltage and current phasors
with respect to the admittance parameters. We show how they
can be derived by implicit differentiation. The derivations for
the voltages and the currents are presented as follows.

A. Nodal voltages

The primary assumption upon which the analytical results
are based is stated below.

Assumption 1. Let (v$,08°%) € R(ffg) X (—m, 7" and x® €
C™ be a solution to the power flow equations in polar and
rectangular coordinates, respectively, where x® = v(v%) o
exp(j8°). The corresponding power flow Jacobian is assumed
to be non-singular at such an operating point.

Importantly, Assumption [T]implies that network is not in a
state of voltage collapse. This is not a restrictive assumption, as

power systems usually operate far from this condition; however,
such states can occur, see [42]-[44] for further exposition on
this topic.

Theorem 1. Consider a power system with admittance pa-
rameters w® := g* + jb* and a corresponding power flow
solution (v$,08°). If Assumption |I| holds, the Jacobian of the
power flow solution with respect to the network admittance
parameters w = g + jb is well-defined in a neighborhood

of (g°,b°%).

Proof. Denote the real and imaginary components of the vec-
torized admittance weights as g := Re{w} and b := Im{w}.
Then, by applying Lemma [I] we can construct the topology-
parameterized power flow equations in terms of polar
coordinates for the state as the function

s 1= F(vp,8)w i= F(v(vp) 0 exp(8))(g +b).  (11)

There is a mapping & : R™ x R™ x R*(n=1)/2 5 Rr(n—1)/2 _
R("=9) parameterized by the network topology parameters
g, b with entries of the form

(H(Up,(;;g,b))k =
(Re{F(vp,d)(g +ib)} — p*), k<n
(Im{F(0p,8)(g +B)} +a*)pgury k>0’

such that k(v$,8°%;g%,b°) = 02,_,. Let 9k denote the
derivative of x with respect to the power system state
at (v},0%;g°,b°), then
ok ok ° .
ok =[95 5] =Jwp,8%,

Bop (12)
where J(vp, ) is the standard power flow Jacobian matrix in
polar coordinates. If Assumption 1] holds, then J(v%,d°) is
non-singular, so Jk is non-singular as well. By the Implicit
Function Theorem, there exists unique, continuously differen-
tiable functions vp (g, b) and d(g, b) defined in a neighborhood
of (g*,b°%) such that vp(g°®,b*) = v}, d(g°*,b°) = 6°,
and k(vp(g,b),d(g,b);g,b) = 0g,_, for all (g,b) in the
neighborhood. Moreover, the derivatives of these functions
satisfy

g 4 o O
la%‘z, aa’;,] ——(@m)" % 5] (132)
og ob
= —J(v%, 5% [%; g—';} . (13b)
so by construction the claim holds. O

In the expression (I3b), the Jacobian matrices taken with
respect to the admittance parameters can be analytically
computed from (9); see Appendix [A] Furthermore, from ()
we can compute the Wirtinger derivatives of the power flow
solution with respect to the network parameters w as

L
oI
881:::;(81)7:_ 6’07;)7 (140)
%’;’ - % <8”7’ 8”7’) . (14d)



Theorem [T] shows that the expressions (39) and (@0), coupled
with the power flow Jacobian J(-,-), provide all information
needed to recover the voltage-admittance sensitivities by
solving the system (I3D) for a given operating point.

B. Line current flows

Now, we establish how to differentiate the line currents with
respect to the admittance parameters.

1) Shuntless networks: When there are no shunts in the
network, by Ohm’s law, the line current phasors are

uij = (gij +jbig)(xi —x5), YV (i,j) €E.

Now, define the voltage phasor difference A;; := x; —x; € C”
across a line (i,j) € &. Recall that for any continuously
dlfferentlable function f : R" — C™, we have that 8 —f(x) =

2 Re{f(x)} +jZ Im{f(z)}. Consequently, by the above
1dent1tles and the chain and product rules, the derivatives of
the line currents with respect to the network conductance
parameters are

i 3Az
_ ag7gm+A1j +J b
gz] +] agm b'L]

(15)

(i’j):

otherwise

(k1)

gk

and similarly, the derivatives with respect to the susceptance
parameters are

duyy {M” 9ij +] (%bj +Ay) () = (k1)

A5

oo, 9ij T abl LD otherwise

a7
for all (¢,5) € Ek,i # j and (k,1) € Ek,k # 1. Notice
that u;; = —u;;, so we only need to compute sensitivities for
currents in one direction.

2) Generalization to networks with shunts: In the case
where there are shunts in the network, let u € C(n—1)/2
and u*h € C" denote the branch and shunt current phasors in
rectangular coordinates, respectively. Let u € C™("~1)/2 be
the concatenation of these two vectors. The branch and shunt
currents can be computed from (9) as

Ubr .
U= |:’U,Sh:| = diag(w)A,x (18a)
= diag(w) {Agn)} x (18b)
= diag ({Aﬁn)} :c) w, (18¢)

where A(n) is the generalized incidence matrix of a complete
graph with n nodes and phase shifts matching that of the
system. Thus, differentiating, we obtain the block matrix

Ou _ [W" 3u5hr (19)
ow ow  ow |
where the blocks
oubr oz
= diag (A iag(w®)A(n) o — 2
5w diag (A(n)x) + diag(w" ) A(n) e (20a)
oush . . < O
e diag (x) + diag(w )a—w, (20b)
where w® is the vector formed by the first n(n — 1)/2 entries

of w (the branch weights) and w*" is the vector formed by the

last n entries of w (the shunt weights). Similarly, differentiating
with respect to the complex conjugate of the admittance vector,
we arrive at

br sh T
Ou [au ou } 7 21
ow ow ow
where the blocks are computed as
ou® b ox
=di NA(n)=— 22

S = g A(n) 220)
3u5h . sh 8313

0w diag(w )@ (22b)

Lastly, we derive the sensitivities of the current flow
magnitudes £ = |u|. To this end, observe that

L= (diag(u)y)l/2 , (23)
so the sensitivities are computed as
9 _ 1 a0 [ diag(w) 2% + di ou
w2 diag(#) (dlag(u) P + diag(u) (Gw)) ,  (24a)
ot 1 . 1, ou . ou

C. Line power flows

In Sections [[I-C1] and [II-C2] the derivatives of the line
power flows with respect to arbitrary controllable admittances
are computed for lines without shunts, both polar and rectan-
gular form, respectively. Subsequently, we will generalize the
result to handle networks with shunts. Then, in Section [[II-C
the results are generalized to lines with shunt admittances.

1) Polar form: Let w;; := |w;;| exp (j¢i;) denote the polar
form of the admittance weight for an arbitrary line (4, j) € &k,
wgw + b2 and ¢ij = atan2 (bij;gij)~ The
active and reactive power ﬂows across the line are

¢u))
= i)

2) Rectangular form: The rectangular form follows immedi-
ately from the previous line current flow sensitivity derivation.
Recall that grid physics requires that the line current flows are
given in rectangular coordinates as

Hence, the sensitivities of the complex flow s;; € C through
line (4,7) with respect to the conductance and susceptance
weights of an arbitrary line (k,[) € &, k # 1 are

where |w;;| =

vj cos (J;; (25a)

(25b)

pij = v; [wiz| (v; cos (¢iz) —
Gij = —; [wgj] (v;sin (¢5) + v sin (

Sij = xllﬁ

85,;j ox; <au1] >

= —Uu; T; , 26a
Ogr Ogi—2 Ogm (262)
6sij 6301 auij

=5 Ui +T; ; 26b
8bk.l 8bkl & o (abkl > ( )

respectively. Critically, notice that s;; may not necessarily be
equal to sj;, so we need to compute sensitivities for power
flows in both directions.



3) Generalization to networks with shunts @ Next we
consider the case where there are shunts in the network.
Let sPd € C™("=1)/2 pe the branch complex power flows, in
the direction implied by A(n). We also define s*" € C™ denote
the shunt complex power flows. Lastly, we let s € Cn(n—1)/2
be the branch complex power flows in the reverse direction.
Let s € C™* be the concatenation of these three vectors, then
the branch and shunt currents can be calculated from (@) as

brd

S
shi=|sh| = diag(Cn:c)[ ubr]' 27
brr —u
S L -
The matrix C,, € R™ " is defined as
—]—nfl Onfl Onfl Onfl_
0n—2 1n—2 On—l On—l
0 - 0 1 0
C,:= . . I, . . , (28)
0, 1 et eyt er
0n—2 071,—2 671)_2 62:3
Lo 0o 0 1

where 14,04 denote d-dimensional vectors of all ones and
zeros, respectively, and ef € R? denotes the i-th standard

basis vector of RY. Differentiating these expressions yields

9s" . u oz . g%

ol diag ([_;b,}) Cn% + diag(Cpx) utr | (29a)
u e

9s" . u ox . g%:

w diag (|:—’Lj,br:|) Cn@ + diag(Crx) [_ aalir} . (29b)

IV. APPLICATION OF ADMITTANCE SENSITIVITIES

In this section, we illustrate two distinct applications of the
proposed power flow linearization technique. The first is on
estimating the power flow solutions with change in topology
without the need of solving the power flow equations directly.
The second consists of controlling the admittance parameters
continuously such as line impedances for voltage regulation.

Predicting power flow solution with a change in topology

The voltage-admittance sensitivity matrices allow us to
linearize a power flow solution around nominal admittance
parameters g* and b°. For example, we can form functions that
approximate the voltage magnitude component of a power flow
solution © and the corresponding branch current magnitudes £
as a function of the topology parameters, where

-2+ 05 k-8
Lg,b)| | £ K, Ki||b-b"]"
where K, = Jvp/dg, K, = Ovp/0b, Kg = 0l/0g,
and K ﬁ = 0¢/0b. For the line flows, we may consider only
the flows of lines in £ instead of £ . These coefficients are
computed using (I3b) and (20) for a pre-defined operating
point around which power flow equations are linearized. Later

in the numerical experiments in Section [V| we compare the
estimation performance with different operating points.

(30)

Admittance control

Continuous admittance control has been proposed in the
existing literature such as smart wires, which allow for
induced changes in line admittances [45] and shunt reactance
control [16]-[18]]. Below, we show a formulation using the
proposed power flow linearization for carrying out admittance
control for voltage regulation.

Voltage regulation with variable admittance: A simple
application of the proposed framework is in allowing admittance
parameters to directly become a decision variable in linearized
voltage regulation problems. Traditionally, this is solved via
heuristic approaches; in FACTS problems, the controllable
admittance is modeled as the reactive power injection at a PQ
bus, i.e., Q; = vaijh.

We demonstrate the practical application of these coefficients
via a simple voltage control problem. In particular, applying
the linearization approach from Section we can construct
a linear approximation of the voltage magnitudes and currents
around both active and reactive power injections via the matrix

K’' K' K! K;
K:=|_? 8 1 (31)
K, K, K, K,
Define the overall state of the network as
T
z=[p" qf g" b'], (32)

and let z® be the nominal values of these variables. Define
their lower and upper bounds as

pmin pmax
. qmin qmax
2™ = 7nZin ) 2™ = 7n;;ax (33)
Zmin gmax
Let y := [vT,ET]T € R™*™ be the approximated solutions,

where y := y* + K(z — 2°). The lower and upper bounds of
the output are

min ,Um.in max pmax
y L emln ) y A Emax .

max]m

(34)

Finally, set v € [y™", ~ , where y™Min ymax ¢ [0, 1],
with y™Min < M3 We can then form an approximated voltage
regulation program where the goal is to minimize active power
curtailment with controllable reactive power injections and
network admittances. This program can be written as

max 1'p (35a)
sit. Y™ <Yy + K(z—2°) <y™ (35b)
ZMin < x M (35¢)
MLy <y <™ (35d)
g = diag(v)g® (35e)
b = diag(~)b°®, (351)

which is a linear program. Section shows how continuous
admittance control can be used for voltage regulation with the
formulation in (33). We also demonstrate its use for increasing
the hosting capacity of a sample distribution network.



Discrete topology control for congestion management:
Admittance sensitivities also enable fast discrete line switching
algorithms, where we optimize over a vector of binary switching
variables z € {0,1}", where z;; = 1 (resp. z;; = 0) indicates
that the line (¢,j) € & is closed (resp. switched open). In this
section, we illustrate an efficient way to optimize topologies
using the framework of the present paper (Alg. [I), which we
present below.

In many applications involving congestion management, the
objective of a grid planning or topology control problem can be
written as a parameterized function of the line admittances, or
modifications thereof, i.e., switching statuses. As a simple exam-
ple, consider the problem of minimizing the sum of the flow-to-
capacity ratios of each line ¢;;(w; 2) := uq; (®(2)) [*/(uf)?,
where x(z) is a power flow solution which depends on z,
see [15] for more details on this metric. Seeking to minimize
this congestion metric yields a program of the form

ze{O,lT"i'p, ecn Z zij cij(x; 2) =: C(x; 2) (36a)
(i,5)€€

s.t. zeZ, (36b)

power flow equations, (36¢)

engineering constraints, (36d)

where constraint (36b) represents switching constraints, which
are not included in (36d). For example, one simple choice is
the set Z = {z"1 < K}, which represents a budget of at
most K switches being switched closed. The program (36) is a
challenging mixed-integer non-linear program due to the binary
variables and the AC equations embedded in ¢;;(-) through the
constraint (36c).

Continuous relaxation and rounding: Let y € [0,1]™ be the
relaxed switch vector. Using the current sensitivity results from
Section the gradient of the squared current magnitude
through each line [ w.r.t. the relaxed switching variables is

0
g:= Vylu@()® = 3y jua* = 2 | (7)| ks
where (k;). = O |u| /07 are the sensitivities of the current
magnitude through line [ w.r.t. the admittance parameter ..
In particular, in the simple case where Z = {z c2T1 <K }
we can use the gradients to approximate the objective of
the program (36), which results in the linear program

(37

: T
min ¢
0<~<1 7
st. 1Ty <K,
where ¢ := [c1,...,¢,] T contains the coefficients of a first-

order Taylor series approximation of the objective function
in (36a) as a function of .

In some cases, it may be tractable to solve the relaxed
problem deterministically and ensure integrality; one such
example is the aforementioned case of the knapsack constraint.
This approximated problem can be solved to optimality
with Alg. |1} followed by a tractable AC feasibility step which,
when satisfied, ensures the algorithm returns a feasible solution
to the program (36).

In cases where the switching constraint set Z remains this
intractable, it is possible to interpret each optimized weight +}
as a Bernoulli parameter; in which case, we can draw a random

Algorithm 1: Greedy AC knapsack switching algorithm

Input: Network data, budget constraint, initial config.
Output: Feasible solution for (36)

1 function QUICKSWITCH(G, Z, 2°*)

2 x, + ACPF(z*)

3 while x, infeasible do

4 g+ V,C(xy) // implicit diff.
5 Z, < argmingcz (g,2z) // lin. approx.
6 x, < ACPF(z,)

7 return z,, T,

switch vector z with z;; ~ Ber(fyi*j), evaluate constraint
violations, and update lines with gradient information until
feasibility is restored. This is essentially randomized rounding
with a feasibility step; Alg. [T] can be augmented accordingly.

V. NUMERICAL EXPERIMENTS

Our first numerical illustration will use a simple 5-bus
network with two possible radial topologies, shown in the
diagram provided in Fig. The test case is based on a
subnetwork of the Baran and Wu 33-bus test case [10]. The
two possible radial topologies of this network are used to
demonstrate that the proposed differentiation technique can be
used to linearize around network admittance changes.

|

Fig. 2. The simple 5-bus test case shown in its final configuration (v = 1).

A. Power flow solution prediction as admittance changes

In Fig. 3] we show the linearization of the simple 5-
bus switching network. The top plot in particular illustrates
the significant performance gains from linearizing about the
midpoint of the interval of possible admittance parameters.

We expand the result to the full 33-bus test case proposed by
Baran and Wu and show the results in Fig. 4] In particular, this
plot shows the performance of the linearization for predicting
the AC power flow solution for the power set of the switchable
lines, which contains all possible topology configurations. The
top figure shows the performance of repeated linearization
about the average of the base case and the topology scenario
admittance (gold), compared to “doing nothing”, i.e., using the
base case AC power flow solution (blue). The bottom figure
shows a comparison of the results in the top figure with two
other methods: averaging all 21! topology scenarios (green)
and averaging between the two admittance parameters with all
switches on and all switches off (purple).
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Fig. 3. Illustrative linearization of nodal voltage magnitudes (top) and branch
current magnitudes (bottom) as a function of the network topology change for
the simple test case shown in Fig. 2}

B. Continuous Admittance Control

Voltage regulation application: We next demonstrate a
voltage regulation problem that takes advantage of the proposed
method, which we apply to the CIGRE low-voltage distribution
network model [46]. The results are shown in Fig. E[

The performance of the method, in terms of relative error
to the AC solution and the maximum active power injection
for the case33bw test network, is shown in Fig. [

Table [[] shows the performance of the voltage regulation
problem (33)) across different ranges of ~, and with iterative
re-linearization for multiple test cases. The predicted network
parameters, active power injections, and reactive power injec-
tions are collected after solving the problem, and are used to
augment the network model, which is then used to solve a
standard AC power flow. The nodal voltage magnitudes output
by the AC power flow solution and predicted by the linearized
program (33)) are then compared in the two leftmost columns
of the table; this includes the relative percentage error in the
sense of the /5 norm and the absolute error in the sense of
the £, norm. Furthermore, the penultimate rightmost column
displays the maximum active power injections determined
by the program, with the far rightmost column reporting the
percentage increase of this quantity relative to the baseline
case where ~y is invariant.
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TABLE I
RELATIVE £2 ERROR AND ABSOLUTE £ ERROR WITH AC SOLUTION,
ACTIVE INJECTION CAPACITY, AND INCREASE IN ACTIVE INJECTION
CAPACITY WITH CONTINUOUS ADMITTANCE CONTROL

Case v Ly (%) Loo (pu) 1Tp* MW) 1 (%)
+0 0.01 226 x10~4 242 -
cigreLV. 420 0.28 328 x1073 277 14.65
+40 148 0.016 3.11 28.50
+0 0.11 1.64 x10~=3 148 -
33bw +20 0.22 3.08 x1073  1.59 7.50
+40 0.32 5.00 x1073 171 15.28
T T £0” 7045 T 0016 T T T 7 826 ~ T T T - T 77
69bw +20  0.40 0.014 8.68 4.98
+40 0.39 0.013 9.03 9.38

C. Implications and Analysis of Results
The contributions of our work have several engineering

implications, from both practical and theoretical perspectives.

One of the most immediate theoretical consequences of the
technique outlined in Section is centrally showcased in
the numerical results in Section showing the prediction
of power flow solutions as a function of network admittance
parameters.

Conventionally, determining power flow solutions across
a range of network admittances would require repeatedly
executing a power flow solver across k intervals, as shown in
the dotted lines in Fig. [3] If a conventional Newton-Raphson
algorithm was executed for m iterations, sweeping across the

admittance space would require km Jacobian factorizations.

In contrast, applying the proposed linearization technique
allows us to estimate the outcome of this iterative procedure
with a precomputed Jacobian with respect to admittance. This
prediction would amount to k& matrix multiplications.

VI. CONCLUSION

In this work, we developed a rigorous framework to compute
the sensitivities of power flow solutions with respect to network
admittance parameters. Our method efficiently derives these
sensitivities by differentiating the bus injection model of the

power flow equations and leverages the implicit function
theorem to derive admittance sensitivities. We established that
these coefficients can be obtained by solving a linear system
of equations, which remains uniquely solvable as long as the
power flow Jacobian is invertible. The scheme was applied
to compute sensitivity of complex voltages, line currents and
power flows.

We demonstrated the application of these sensitivities in
obtaining a linearized formulation for continuous admittance
control, enabling computationally efficient network control.
We evaluated the proposed method on multiple benchmark
networks demonstrating the tractability of admittance control
in power networks. The proposed framework paves the way for
tractable linear formulation for adaptive network reconfigura-
tion, optimal line switching, and continuous admittance control
operational flexibility.
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APPENDIX

A. Further details on the differentiation of power injections
with respect to admittance parameters

In the expression (I3b), the Jacobian with respect to the
admittance parameters can be expanded into a 2 |[N| x 2|&]
block matrix of the form

op  Op

Ok Ok | ._ | Og ob

[39 3”} T |24 94p (38)
g ob

Each block is a |A| x |€| Jacobian matrix taken with respect to
the conductance or susceptance parameters g and b, respectively.
The derivatives that comprise the entries of these matrices
can be analytically computed from (9). In what follows,
1{-} denotes the indicator function. When no phase-shifting
transformers are present, the entries corresponding to the active
power injections are given as

Ip; Op; 2 . .

— = =v; —1 i} v;v;cos (6;4), (39a)
dgi;  Ogji {j # i} viv; (0:5)

Wi _ o kg, (39b)
OGrj

dp; _ Op; . .

Dby by —L{j # dvivsin (835) (39¢)
Op; _ .

Doy 0, k,j#i, (39d)

for all i € N, (k,j) € £. Analogously, in the absence of
phase-shifting transformers, the entries corresponding to the
reactive power injections are

0q; Jq; o, .

39”_ 59;'1 {] # Z} Vi V; S'n(513)7 (40a)
i _ g g, (40b)
59kj

0q; _ 0¢; 9 . N N

abij - abji v + 1 {] 7& 7’} ViUj cos(d’bj)7 (40¢)
% _o 144, (40d)
8gkj

foralli € P, (k,j) € £.
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